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Evaluation results



Evaluation results

TransGAN 
(best Wasserstein)

VAE + MLP Cond
(best MAE)



Conclusions and future work

• GANs are difficult to train and sometimes have poor quality results.
• VAE with MLP network for conditional variables achieves the best results .

• Reproducing the same results as in the article.
• Searching for new models - normalizing flows?
• New metric?


