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LUMI – Hardware
• The primary compute power is found in the LUMI-G 

hardware partition which consists of 2978 nodes with 4 
AMD MI250x GPUs and a single 64 cores AMD EPYC 
"Trento" CPU.

• The LUMI-C hardware partition consists of 2048 CPU 
based compute nodes, each of them equipped with two 
AMD EPYC 7763 CPUs with 64 cores each running at 2.45 
GHz for a total of 128 cores per node. The cores have 
support for 2-way simultaneous multithreading (SMT) 
allowing for up to 256 threads per node.

• The LUMI-D partition consists of 16 nodes with large 
memory capacity, of which 8 nodes also feature Nvidia 
visualization GPUs. LUMI-D is intended for interactive 
data analytics and visualization.

• Storage: LUMI-P (80PB Lustre parallel filesystem), 
LUMI-F (9PB accelerated flash-based storage layer) and 
LUMI-O (30PB encrypted object storage)

• More 
information: https://docs.lumi-supercomputer.eu/hardw
are/ 

• Job scheduling system: Slurm based on a fair share 
policy configuration with a priority rate based on job 
age.

https://docs.lumi-supercomputer.eu/hardware/
https://docs.lumi-supercomputer.eu/hardware/
https://docs.lumi-supercomputer.eu/runjobs/scheduled-jobs/slurm-quickstart/
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LUMI Timeline



www.lumi-supercomputer.eu      #lumisupercomputer #lumieurohpcwww.lumi-supercomputer.eu      #lumisupercomputer #lumieurohpc 8

A European collaboration
• A joint endeavour between EuroHPC 

JU and 11 consortium members: 
Belgium, Czech Republic, Denmark, 
Estonia, Finland, Iceland, Norway, 
Poland, Sweden, Switzerland and The 
Netherlands.

• The resources of LUMI are allocated 
per the investments. The share of the 
EuroHPC JU (50%) is allocated by a 
peer-review process: 

CPU-core hours GPU-node hours Storage (TB hours)

1,460,417,900 95,720,200 505,676,300

2024 EuroHPC JU allocation capacities
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HPE Cray EX system
• LUMI-C 

• 1 network port/node 
• 4 nodes/compute blade 
• 2 switch blades/chassis 
• 4 nodes on a blade 

distributed over 2 
switches! 

• LUMI-G 
• 4 network ports/node 
• 2 nodes/compute blade 
• 4 switch blades/chassis 
• 2 nodes on blade on 

other switch pair! 
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LUMI Spec
● LUMI-G: 2978 nodes with 1 AMD EPYC 7A53 CPU and 4 AMD MI250x 

accelerators (512 GB + 4x128 GB RAM) 
● LUMI-C: 2048 nodes with 2 64-core AMD EPYC 7763 CPUs (1888x 256GB, 128x 

512 GB and 32x 1TB) 
● Nodes for interactive data analytics: 8 4TB CPU nodes and 8 nodes with 8 GPUs 

each for visualisation 
● LUMI-F: 8 PB Lustre flash-based file storage (> 2 TB/s) 
● LUMI-P: 4 20 PB hard disk based Lustre file systems (4x 240 GB/s) 
● Object based file system 
● 4 user access nodes with two AMD Rome CPUs each for ssh access and some for 

web access via Open OnDemand 
● All linked together with a HPE Cray Slingshot 11 interconnect 
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LUST – a unique user support 
team in high-performance 
computing
• Centralized virtual help desk run 

by the distributed LUMI User 
Support Team

• The model is based on a network 
of dedicated HPC experts 

• Each partner provides 1 FTE/year
• Level-3 support via local centers, 

EuroHPC Competence Centers, 
HPE and AMD

• National support for issues with 
accounts and allocations
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LUMI – Energy

LUMI is using 100% 
hydro-powered energy. 
LUMI’s waste heat is used 
to heat hundreds of 
households in the city of 
Kajaani.

https://www.lumi-supercomputer.eu/the-waste-energy-of-lumi-supercomputer-produces-20-percent-of-the-district-heat-of-kajaani-csc-and-loiste-lampo-have-signed-an-agreement/

