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Ladies and Gentlemen!

The seventeenth HPC Users’ Conference continues the tradition of annual meetings initia-
ted by Cyfronet, bringing together scientists who utilize the PLGrid infrastructure for their re-
search. At the same time, this edition introduces a new format, incorporating a series of training 
sessions led by experts from ACC Cyfronet AGH and the Polish National Competence Center, 
along with individual consultations with the PLGrid support team.

The training topics have been carefully selected based on the needs reported by users and 
the common challenges they encounter in their daily in silico research. I hope this new appro-
ach meets the expectations of both long-time conference participants and those who are just  
beginning to explore computational resources. The agenda covers not only traditional HPC 
topics but also AI applications, which are becoming a major consumer of computing power at 
Cyfronet.

Undeniably, our infrastructure users form a large and scientifically active community. This 
is evidenced by millions of computational jobs executed on Cyfronet supercomputers every 
year and hundreds of scientific publications acknowledging the use of our systems. Our reso-
urces contribute to research projects that drive significant scientific discoveries, optimize tech-
nological processes, answer longstanding questions, and solve previously intractable problems. 
Given this impact, we feel a deep responsibility to ensure that supercomputers, software, and 
data storage resources are as accessible as possible. This commitment extends to providing  
diverse hardware architectures and continuously enhancing the PLGrid User Portal − a gateway 
not only to Cyfronet’s supercomputers and other Polish machines integrated into the PLGrid 
infrastructure, but also to the LUMI supercomputer and quantum computers.

In addition to serving the academic community, Cyfronet has recently expanded its focus 
to include small and medium-sized enterprises (SMEs) and industrial users. Under the umbrella 
of European projects such as EuroCC and FFplus, Cyfronet provides businesses with access to 
advanced computational resources, expertise, and training opportunities. These initiatives aim 
to enhance the competitiveness of Polish companies by facilitating the adoption of high-per-
formance computing and artificial intelligence technologies in industry. By bridging the gap 
between research and business, we support innovation-driven growth and the broader digital 
transformation of the economy.

Cyfronet plays a crucial role in meeting the computational needs of the Polish research 
community by providing access to Poland’s most powerful supercomputers: Helios, Athena, 
Ares and Prometheus. These state-of-the-art machines support groundbreaking research in  
various scientific disciplines, including physics, chemistry, life sciences, and artificial intel-
ligence. Helios, the most powerful system in Poland, enables large-scale simulations and AI 
model training tasks, while Athena, Ares and Prometheus provide researchers with high-perfor-
mance computing environments tailored to their diverse needs. Through these supercomputers, 
Cyfronet ensures that Polish scientists have the computational power required to remain com-
petitive on the global stage, fostering innovation and accelerating scientific discovery.

Recently Poland has joined the LUMI-AI consortium, one of several European consor-
tia developing Artificial Intelligence Factories. LUMI-AI will replace LUMI, one of Europe’s 
fastest supercomputers, with a new AI-dedicated system planned for installation in 2027. The 
projected computing power of this supercomputer will place it among the world’s fastest, fur-
ther strengthening the European supercomputing ecosystem for training advanced AI models 
and developing dedicated AI solutions. Moreover, the launch of the LUMI-Q consortium quan-
tum computer is approaching. This system, based on superconducting qubits arranged in a star 
topology, will minimize the number of exchange operations, enabling the execution of highly 
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complex quantum algorithms. It will consist of 24 physical qubits connected to a central resona-
tor. Access to both LUMI-AI and LUMI-Q resources will be managed through the PLGrid Por-
tal, just as it currently is for the LUMI supercomputer. As the leader of the PLGrid consortium, 
Cyfronet coordinates Poland’s involvement in both initiatives.

Observing today’s rapid scientific advancements, I see remarkable dynamism in the interplay 
of various disciplines and the increasing reliance on the latest technologies, including supercompu-
ters and AI algorithms. To keep pace with this evolution, Cyfronet continuously expands its in-
frastructure, enhances employee competencies, and ensures the security of stored and processed 
data. The effectiveness of these efforts has been confirmed by the recent PN-EN ISO/IEC 27001 
certification awarded to ACC Cyfronet AGH for its information security management system.

I am delighted that we can offer cutting-edge technologies and specialized knowledge to 
representatives of scientific institutions and enterprises daily. The HPC Users’ Conference is 
particularly valuable as it allows us, the Cyfronet team, to gain firsthand insights into your work. 
Through this exchange of experiences − by clearly identifying both needs and possibilities − we 
can collaboratively advance Polish science and foster the development and implementation of 
innovations.

While it is tempting to say, “the sky is the limit,” astrophysicists remind us that even this 
boundary can be surpassed. With that in mind, I wish you success in overcoming research chal-
lenges and perseverance in achieving your most ambitious goals. I also extend my gratitude to 
all users for their collaboration in refining our services and guiding us toward new directions 
for development.

With best regards,

Marek Magryś 
Acting Director
ACC Cyfronet AGH
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Introduction to Quantum Computing − Optimizing Logistics  
Case Study

Paweł Gora

Quantum AI Foundation

pawel.gora@qaif.org

In this talk, I will give an introduction to the quantum computing domain, explaining the 
basic concepts and algorithms, how it is different from the traditional way of computing, and 
what are the biggest challenges in this field.

I will also explain the difference between circuit-based models and the quantum annealing 
approach.

Finally, I will present a use case demonstrating how quantum computing could be applied 
to solve routing problems in logistics.
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Relativistic MHD Simulations of Merging and Collapsing Stars

Agnieszka Janiuk

Center for Theoretical Physics, Al. Lotnikow 32/46 , 02-668 Warsaw, Poland

 agnes@cft.edu.pl

Keywords: computational astrophysics, numerical relativity, magnetohydrodynamics

1. Introduction
Compact binary mergers and the collapse of massive stars can produce intense transients 

observable across high-energy wavelengths. Events such as gamma-ray bursts and kilonova 
emissions are often accompanied by gravitational wave detections, making them crucial sources 
for multi-messenger astrophysics. To explore these phenomena theoretically, state-of-the-art ap-
proaches like numerical relativity and GR magnetohydrodynamic simulations are used. In this 
talk, I will review the current progress in simulations of mergers and collapsars, and present 
recent findings from my team, achieved using Polish PL-Grid and European High-Performance 
Computing facilities.

Fig. 1. Left: the 3D visualisation of our HARM-EOS model simulations, with volume rendering odd 
density field and overplotted velocity vector fields for the evolved state of accreting matter around black 
hole. The central engine in a form of dense torus launches powerful winds at high latitudes. These winds 

can be sites of heavy element nucleosynthesis. Right plot visualizes the path of r-process calculations, 
performed with the Skynet code, utilizing tracers of outflows produced by HARM.

2. Description of the problem
We use our version of the GR MHD code HARM described in [1] and [2], which utilizes 

numerical algorithms developed initially by [3]. HARM is based on a conservative shock-cap-
turing scheme, with fluxes calculated using classical Harten-Lax-van Leer method. The con-
strained transport maintains divergence free magnetic field. The background spacetime is fixed 
by the Kerr metric of the black hole with constant mass and angular momentum. The equation 
of state of dense matter is implemented in the code with the form of 3-parameter EOS, based on 
tabulated values computed by minimizing the Helmholtz free energy of particles for a range of 
densities, temperatures, and compositions [4]. The tracer particle method is implemented in the 
code to follow the trajectories of outflows on the stored values of density and electron fraction. 
The nuclear reaction networks calculations are further done with postprocessing using the code 
Skynet [5]. This publicly available tool is capable to trace the nucleosynthesis in the rapid neu-
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tron capture process, including self-heating. Involves large database of over a thousand isotopes. 
The newest development of HARM-EOS code is planned to include effects of evolving Kerr 
metric and self-gravity of collapsing star, together with proper microphysics. These calculations 
are now only in the preliminary stage.

3. Related work
In recent years, only a handful of GR MHD codes which use a composition-dependent EOS 

exist [6,7]. Our public release of the code, HARM-COOL [1,2] was one of such codes as well. 
Within the current project, we aim to utilise a new (private) branch of the code under develop-
ment, named here the HARM-EOS. It has been used already in recent publication [8], where 
2-dimensional simulations in GR MHD have been made to address the problem of black hole 
hyperaccretion. 

4. Solution of the problem 
We performed set of five 2-D and eight 3-D simulations with varying parameters black 

hole and disk mass ratio, black hole spins, and initial entropy per-baryon in the EOS. The 3D 
models were also considering non-axisymmetric perturbations in the torus, that might enhance 
wind outflow rates. The standard resolution was 288*256(*1/64/128) grid points in radial and 
polar (and azimulhal) directions, respectively. These models in fixed Kerr metric were meant to 
mimic the outcome of compact binary mergers in vacuum. In addition, simulations addressed to 
collapsing stars in evolving Kerr metric were performed (see talk by P. Plonka). 

5. Conclusions
We calculated evolution of magnetized torus with 3-parameter EOS driven details micro-

physics of the short GRB central engine. Our results were used to produce heavy element nu-
cleosynthesis patterns as well as synthetic kilonova lightcurves for a range of BH-disk mass 
ratios and range of black hole spin parameters. We find strong correlation between the black 
hole’s spin and ejected wind mass, hence predictions for observed kilonova signal may differ. 
Also, because only a fraction (~20%) of BHNS binaries gain a high BH spin, or results are im-
portant for constraining compact binary evolution scenarios. Our models do not provide direct 
method to distinguish between BH-NS and NS-NS progenitors, but can be useful to explain 
resulting kilonova LC slopes. 

Acknowledgements. This research has been supported by grant No. 2019/35/B/ST9/04000 from 
the Polish NCN and computing allocation on the ARES system at ACC Cyfronet AGH under 
the grants no. PLG/2023/016178, PLG/2024/016972. We also utilized two grants on LUMI 
supercomputing facility, first EHPC-DEV-2024D03-076 for code development and performance 
tests, and recently within the proper computational grant PLL/2024/07/017501.
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Bielik: the Road to the Polish Large Language Model

Remigiusz Kinas

Speakleash/Bielik.ai

remigiusz.kinas@gmail.com

The presentation will detail the history of the Bielik models, starting from the beginning 
of the collaboration between SpeakLeash and ACC Cyfronet AGH to the publication of various  
versions of the model, such as Bielik v0.1 and Bielik v2.0. Another important part of the presen-
tation will be a discussion of the stages of LLM model preparation, such as model and approach 
selection, tokenization, baseline training, instructional finetuning, and optimization. Methods 
for improving data quality will also be presented, including deduplication, cleaning, and ano-
nymization, which are key to obtaining high-quality results. Finally, Bielik use cases will be 
presented. Among them will be answers to questions about how the model can be tailored to 
meet specific needs, and how its flexibility and low cost of use make it an attractive choice for 
a variety of applications.
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Automated Management of 3D Digital Cultural Heritage Objects 
in Eureka3D with Onedata

 Michał Orzechowski1,2,3, Łukasz Opioła2, Ignacio Lamata Martínez5, Marinos Ioannides4, 
Panayiotis N. Panayiotou4, Łukasz Dutka2, Renata G. Słota1, Jacek Kitowski1,2

1AGH University of Krakow, Adama Mickiewicza 30, Krakow, Poland
2Academic Computer Centre Cyfronet AGH, Nawojki 11, Krakow, Poland 

3 Sano Centre for Computational Medicine, Kraków, Poland
4 UNESCO Chair on Digital Cultural Heritage at Cyprus University of Technology, Research Centre 

MNEMOSYNE, Limassol, Cyprus
5 EGI Foundation, Research Centre MNEMOSYNE, Amsterdam, The Netherlands

{morzech, rena, kito}@agh.edu.pl, lukasz.dutka@cyfronet.pl

Keywords: data management, metadata management, workflow processing, cultural heritage, 
digitisation

1. Introduction
In recent years, the European Union has invested significantly in the digitalisation of Cul-

tural Heritage (CH) assets, supporting museums, libraries, and archives in preserving and pro-
viding access to their collections. Alongside EU funding, private and public initiatives, such as 
those by Google and the Smithsonian Institute, have advanced the digitalisation of CH, particu-
larly through 2D and 3D technologies. However, challenges persist in efficiently sharing large 
3D models across platforms like Europeana [1], which requires high-quality online visualiza-
tion, metadata management, and proper storage systems. The novelty of this paper lies in its pro-
posed solution for overcoming these challenges. One of the main contributions is the integration 
of metadata and paradata management into a unified data management platform, enabling better 
organization and access to 3D models. Additionally, the paper introduces automated workflows 
for processing data, metadata, and paradata, which streamlines the management process. The 
implementation of the Europeana Data Model as part of the platform further enhances the ability 
to manage and publish Cultural Heritage Objects (CHO) in line with Europeana’s standards. 
This solution is designed to simplify 3D model handling and improve sharing within Europeana, 
fostering better collaboration across the European Cultural Heritage sector.

2. Cultural heritage object processing
The 3D digitization of CHOs is complex, requiring tailored workflows for each object type. 

A generic workflow includes digitization, authenticated upload via EGI Check-in to the Onedata 
[2] platform, automated processing, and publication as a CHO record accessible via 3D Viewer 
and Europeana.

EGI Check-in provides federated authentication and authorization, crucial for protecting 
digital assets. It integrates with CH institution identity management solutions, supporting stan-
dards like OIDC and OAuth. Onedata facilitates data and metadata processing. Content provi-
ders upload 3D models and metadata, triggering validation workflows. Metadata is ingested, and 
3D models are annotated. Lower-resolution models are generated for publication. Finally, CHOs 
are published as public shares with metadata and paradata, accessible via 3D Viewer.

CHO publication requires data ingestion, metadata/paradata management, automated work-
flows, PID minting, and OAI-PMH advertisement, aligning with Europeana’s EDM. Europeana 
uses EDM, an RDF-based framework, for metadata aggregation. Integration requires online 
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3D models (oEmbed compatible) and OAI-PMH accessible EDM-mapped metadata. Onedata 
supports this via a dynamic EDM form, pre-filled with ingested metadata. Onedata’s metadata 
engine was extended to support EDM, and the OAI-PMH service was enhanced for Europeana 
harvesting. PID minting is integrated with EUDAT B2HANDLE. A REST API automates the 
ingestion-to-publication process.

These enhancements were validated within the EGI DataHub [3], a distributed data manage-
ment platform. The extended Onedata platform provides a comprehensive solution for CHO 
management and publication, including EDM metadata annotation, PID assignment, OAI-PMH 
advertisement, and Europeana harvesting.

Onedata’s integrated automation workflows address data management challenges. Work-
flows are composed and executed within Onedata, orchestrating actions on data collection. 
Lambdas, data processing functions, operate on user data via Onedata’s built-in automation en-
gine. Lambdas run in a containerized fashion on Kubernetes, with sidecar injection for Oneclient 
access to the Onedata filesystem. Workflows consist of lambdas, workflow schemas (blueprints), 
and inventories (registries). Lambdas are tasks with custom logic, workflow schemas define 
processing pipelines with lanes and parallel boxes, and inventories manage shared definitions.

The EUreka3D [4] project, which focused on 3D digital transformation of cultural heritage, 
used this system. It involves capture, cloud infrastructure (Onedata), and delivery (Europeana 
publication). Onedata’s capabilities were crucial for managing and sharing 3D collections, ena-
bling content providers to achieve project goals. Onedata infrastructure, automation workflow 
engine, the Eureka3D Viewer, and DataHub service are all hosted on the Cyfronet Openstack 
cloud utilizing 80 VCPU and 170GB of RAM.

3.	Results and conclusions
The integration of diverse historical sources, digitized data, and metadata is a focus of many 

projects, with challenges arising from the rapid advancement of 3D digitization technologies for 
CHO. Existing systems need better metadata management for improved data interconnecti-
vity. The Eureka3D project proposes a flexible automated workflow system that integrates data  
management with various processing backends, using FaaS for scalability. Declarative work-
flows, archiving, and versioning support reproducibility and tracking the evolution of 3D CHOs. 
The approach also aims to publish CHOs on platforms like Europeana and EOSC.

Acknowledgements. This work is co-financed in part by the “International Co-financed Pro-
jects” program (projects no. 5398/DIGITAL/2023/2 and 5399/DIGITAL/2023/2). JK and RGS 
are grateful for support from the Polish Ministry of Science and Higher Education subvention 
assigned to AGH University of Krakow.
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QHyper: an Integration Library for Hybrid  
Quantum-Classical Optimization

Tomasz Lamża1,2,*, Justyna Zawalska1,2,*, Kacper Jurek1,2,  
Mariusz Sterzel2, Katarzyna Rycerz1,2

1 AGH University of Krakow, Institute of Computer Science, al. Mickiewicza 30, 30-059 Krakow, Poland 
2 Academic Computer Center Cyfronet AGH, Nawojki 11 Street, 30-950 Krakow, Poland 

*Authors contributed equally

{jzawalska,kzajac}@agh.edu.pl

Keywords: QHyper, Quantum Optimization, Hyperparameter Optimization, Variational Algo-
rithms, Quantum Annealing, Penalties

1. Introduction
QHyper is a Python library for hybrid quantum-classical combinatorial optimization.  

It offers a flexible interface for problem formulation, supports various solvers, and enables 
(hyper)parameter optimization. Designed for diverse applications, QHyper facilitates efficient  
experimentation. Its simplest use is as a standalone tool for solving optimization problems.

Fig. 1. Architecture of QHyper.
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2. Description of the problem
There is a lack of a common API that could be used to connect different solvers needed for 

the convenience of the researcher in one place. To this end, we have created a modular software 
that allows users to run gate-based variational quantum algorithms, quantum annealing, and 
classical optimizers and compare their results. In addition, all essential properties of an opti-
mization experiment can be easily defined using a simple configuration file, streamlining the 
research process.	

3. Related work
There are only a few software tools unifying solvers for both techniques, namely QPLEX 

[1], QC Ware Forge [2], and Qibo [3]. However, no existing tools currently offer an interface for 
defining (hyper)optimizers or specifying experiment properties using a simple configuration file. 

4. Solution of the problem 
QHyper provides unifying architecture covering diverse requirements of computational 

experiments ranging from formulating combinatorial problems, through selecting and running 
solvers and objective function hyperparameters optimization. The rich set of solvers and 
the designed interface allows users to add custom optimization problems, own solvers, and 
necessary optimizers making QHyper extensible on every level of usability.

5. Conclusions 
With its simple configuration options and seamless integration with Jupyter Notebooks,  

QHyper offers a user-friendly and efficient tool for combinatorial optimization. Its versatility  
makes it valuable for practitioners, engineers, and researchers, supporting a wide range of appli-
cations.

Link to documentation: https://qhyper.readthedocs.io
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1. Introduction 
The synthesis of a compound with an enantiotropic ferroelectric nematic phase, whose 

molecular structure is based on DIO, was carried out. Further modifications of the chemical 
structure led to the discovery of a new chiral liquid crystal phase, in which polar order coexists 
with the spontaneous formation of a helical structure composed of achiral molecules. We con-
ducted studies on orientational order and changes in the dipole transition moment using infrared 
spectroscopy. The primary objective of the research is to gain a better understanding of the  
distinct molecular structural effects on the development of the polar order, phase biaxiality, 
spatial modulation of the nematic phases of bent and wedge shape molecules to develop design 
rules for materials forming a predominately weakly tilted polar phase. 	

2.	Description of the problem 
Using DFT simulations of the electronic structure of the molecules, rotational barriers were 

determined and the most probable conformers that could appear in real samples were optimi-
zed. At least two energetically stable conformations for the molecules were found for each of 
the bridges connecting the rings [1]. However, due to the small torsional barrier of the brid-
ges, nearest neighbour interactions can significantly affect the conformations and vibrations of  
a given molecule [2,3]. The simulated theoretical spectra were used to identify the most impor-
tant bands in the experimental spectra, as well as to determine the directions of the dipole transi-
tion moments of the molecules. Molecular parameters (dipole moment and its components) and  
theoretical IR and Raman spectra were determined for the isolated molecule and in the presence 
of neighbours. The components (|| and⊥) of the transition dipole moment and the derivative 
polarizability tensor were calculated, which allowed for the determination of theoretical polari-
zation spectra, which were then used to determine the order parameters.

3.	Related work 
The ferroelectric nematic has become an extremely “hot” research topic. Current experi-

ments suggest that the stabilization of the nematic phase can be related to the observed strong 
softening of one of Frank’s three elastic constants in the adjacent uniaxial nematic phase [4].

4.	Solution of the problem 
The software that has been used is Gaussian 16 which enabled computing the necessary 

data about the nematic order.
Geometry optimizations and vibrational calculations were performed using the DFT method 

(B3LYP) in Gaussian16 software with the 6-311G+(d,p) basis set. The main difference between 
the calculated and experimental spectra is the intensity of the vibrational peaks, which clearly 
depends on the molecular interaction. 
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Fig. 1. Comparison of calculated and experimental spectra of the liquid crystal (JK3 sample, n=3).

5.	Conclusions  
Previous studies on materials forming the twist-band phase have indicated a significant role 

of intermolecular interactions, therefore, we expect similar results in the case of ferroelectric 
nematics.
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AGH. The numerical experiment was possible through computing allocation on the Prometheus 
system at ACC Cyfronet AGH under the grant plgferlcr.
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1.	Introduction 
Accurate beam monitoring is essential in proton therapy to verify beam intensity, stability, 

and patient safety. Low Gain Avalanche Detectors (LGADs), featuring sub-nanosecond timing 
and radiation hardness, can offer real-time, single-particle detection. This abstract explores our 
HPC-assisted workflows for analyzing large-scale waveform data from LGADs and evaluating 
their potential in proton beam monitoring.

2.	Description of the problem 

Conventional ionization chambers measure aggregated beam current on millisecond time-
scales, hiding detailed structure at shorter intervals. Fast silicon sensors like LGADs remain 
under active development. While they have minimal dead time, pileup at high intensities can 
undermine counting efficiency and must be addressed. Additionally, capturing beam features 
at multiple timescales and performing time-of-flight studies with multiple detectors generates 
terabytes of 10 GHz waveforms, requiring HPC solutions for large-scale data analysis.

3.	Related work 

Studies showed LGADs track single particles in electron [1] or proton beams with sub-ns 
resolution [2]. However, large-scale waveform acquisition and direct validation against ioni-
zation chambers are less explored. Our approach unites HPC-driven analysis with advanced 
LGAD sensors for full-beam monitoring.

4.	Solution of the problem 
In experiments at the AIC-144 cyclotron at IFJ PAN in Krakow (58 MeV protons), LGADs 

captured waveforms at 10 GHz, yielding over 3 TB of data across multiple 0.5 s beam segments. 
We employed data cleaning, peak finding, and statistical modeling in Python-based workflows, re-
factored for parallel computing with Dask on the Ares HPC cluster. This setup efficiently handled 
memory-intensive tasks and resolved sub-ms beam dynamics. Our codes enabled precise beam flu-
ence measurements and LGAD efficiency determinations over a wide current range, including pi-
leup conditions. We explored LGAD efficiency and developed a novel method to mitigate pileup.

5.	Conclusions 
LGADs accurately measured beam intensity and microstructure in accordance with co-

nventional monitors, while additionally resolving beam time features on micro- and nanosecond 
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scales. The HPC approach handled hundreds of GB of waveforms, enabling interactive data ana-
lysis that surpasses traditional batch processing in adaptability and detail. This study demonstrates 
the suitability of LGADs for precise proton beam monitoring and underscores the importance of 
HPC in advanced accelerator research.
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1.	Introduction
Deep learning models can be applied in medicine to detect and classify cells in microsco-

pe images. In this paper we propose a novel three-step system, consisting of three separate AI 
models working collectively on different image details: 1) a whole image, 2) a single cell and 3) 
results from the previous steps. We also evaluate their performance on three different datasets.

2.	Description of the problem
 Cytopathology poses unique challenges which necessitate the development of specialized 

systems. Biological cells possess visual features inherently different from everyday objects, and 
the characteristics of neoplastic cells can be quite subtle. The resolution and density of cells 
in images can vary with the magnification and equipment used. This variability of conditions 
makes large and diverse datasets a requirement in training and testing deep learning models.

3.	Related Work
Research in cell detection has mainly focused on single-step and two-step detectors [1]. In 

the two-step methods, the first step proposes regions of interest, followed by classification. Some 
studies [2,3] have proposed refining whole-image detections by classifying individual cells.

4.	Solution of the problem
The developed three-step (3-S) system consists of three (or more) models, trained separa-

tely. The reduced size of the models was chosen to prevent overfitting and to facilitate real-time 
cell detection even on limited-resource devices. In the first step, YOLOv8 [4] detects and classi-
fies the relevant cells in the image. In the second step, each cell is classified again using a diffe-
rent neural network, such as RegNet [5]. In the third step, both outputs of these models as well 
as basic image features are used as an input for the XGBoost [6] gradient boosting algorithm to 
make a final classification. The developed 3-S system is presented in Figure 1.

Fig. 1. Three-step (3-S) system consisting of YOLOv8 [1], RegNet [2] and XGBoost [3].
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The 3-S system was evaluated for three different tasks, beginning with cell nucleus detec-
tion on the DSB2018 [7] dataset which contains around 6,000 nuclei. The 3-S system reached an 
accuracy of 0.858 for the nuclei class, which is higher when compared to state-of-the-art models 
[8]. However, the dataset size is rather small, and the images are of limited quality. 

The system was also evaluated on the APACC [9] cervical cancer dataset, containing over 
21,000 high quality images with four classes of objects. The accuracy for cell classification 
improved to 0.832 when using RegNet compared to the methods used in the literature [9]. Ho-
wever, the dataset may be less suitable for the detection task because it labels clusters of cells 
rather than individual cells, which introduces unnecessary ambiguity and lowers the metrics. 
Furthermore, the dataset is very imbalanced, containing very few unhealthy cells. 

Finally, the system was tested on the CyfroVet [10] small animal skin cancer dataset containing 
over 3,500 images and 12 classes. Here, the overall accuracy increased slightly when compared to just 
using a YOLOv8 model. However, this required using two additional neural networks at the second 
step: a simple convolutional neural network, and ViT-B [11]. The results are presented in Table 1.

Tab. 1.  Ensemble system results compared to state-of-the-art detection models. 

Dataset DSB2018 DSB2018 APACC APACC CyfroVet CyfroVet

Model ASFYOLO 3-S System YOLOv8 3-S System YOLOv8 3-S System

Accuracy 0.801 0.858 0.22 0.232 0.668 0.670

F-1 macro 0.871 0.871 0.189 0.208 0.642 0.654

5. Conclusions
The paper presents a three-step system for cell detection and classification, which may give 

better results when compared to state-of-the-art methods on the presented datasets.  However, 
imbalanced and limited data still has a negative impact on the system’s performance.
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1. Introduction
Multimodal AI models are increasingly vital for applications integrating text, audio, and 

video data, such as real-time speech-to-speech translation, virtual meeting assistants, and lan-
guage-transparent communication. These models promise transformative potential, but their 
holistic evaluation remains a significant challenge. Existing benchmarks often focus on isolated 
tasks rather than comprehensive, multimodal capabilities, leaving a critical gap in assessing 
real-world applicability.

2. Description of the problem
The evaluation of multimodal AI models, as a part of research in the framework of the 

Meetween project [1],  is fragmented, with most existing benchmarks targeting single-modality 
tasks such as automatic speech recognition (ASR), text summarization, or machine translation. 
Existing benchmarks fail to address the complexity of multimodal applications, where synchro-
nized processing of text, speech audio, and video streams is crucial. 

3. Related work
Popular benchmarks such as GLUE [2] and SuperGLUE [3] provide a foundation for text-

based natural language processing tasks, and ASR-GLUE [4] extends these efforts to speech 
recognition. However, these benchmarks remain modality-specific, limiting their applicability 
to multimodal systems. The lack of a holistic benchmarking solution restricts the development 
of AI systems capable of handling complex, multimodal inputs.

4. Current status of development and plans
SPEECHM (Speech Performance Evaluation Criteria and Holistic Metrics) addresses this 

gap by introducing a unified, extendable benchmarking service for evaluating multimodal AI 
models. Inspired by SuperGLUE and ASR-GLUE, SPEECHM offers a standardized and ex-
tendable framework for assessing models across multimodal speech perception and generation 
tasks. The platform (Fig. 1) comprises two key components: (1) Web Application - Organizes 
and presents tasks, test sets, models, and rankings; (2) HPC Backend: Leverages high-per-
formance computing resources to execute and scale benchmarking, even for GPU-intensive 
evaluations.

The current version of SPEECHM supports 10 tasks evaluated using 7 metrics–F-score, 
SacreBLEU, BLEURT, WER, ROUGE, Accuracy, and Exact Match, 8 diverse test sets, 
including MTEDX, MUSTC, DIPCO, ACL6060, FLORES, ICSI, SpokenSquad, and 
AUTOMIN. The service will be used during the upcoming International Conference on 
Spoken Language Translation (IWSLT) challenge [5], demonstrating its precision and 
versatility.
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Fig. 1. Architecture of SPEECHM service.

Future development will focus on expanding the range of supported tasks, test sets, and 
evaluators and introducing mechanisms for organizing AI-focused challenges.

5. Conclusions
SPEECHM offers a novel solution for the holistic evaluation of multimodal AI models, 

addressing limitations in existing benchmarks. Its unified framework, robust architecture, and 
diverse test sets enable scalable and fair assessments, supporting the development of advanced 
AI models for real-world applications. Continued enhancements to the platform will further 
strengthen its role as a standard for multimodal AI benchmarking.
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1. Introduction 
Modern medical simulations on digital twin models require substantial computational re-

sources, large input datasets, and produce extensive output files that must be securely stored 
and shared among research team members to prevent data breaches. At the same time, there is 
a growing trend toward Open Science and FAIR principles, which require researchers to share 
their data with the community and collaborate within it. Sano Centre for Computational Medi-
cine, in collaboration with ACC Cyfronet AGH, is working to motivate researchers to adhere to 
Open Science principles by developing infrastructure that facilitates it. The cornerstone of this  
effort − the previously developed integration of the Model Execution Environment platform 
with Dataverse and Zenodo repositories − is described in the paper “Integrating Data Reposito-
ries with HPC Resources for Streamlined Medical Simulation Model Execution” [1]. Now, we 
focus on further developing the infrastructure for convenient data sharing by expanding integra-
ted repositories, enhancing the Sano Dataverse instance, and introducing beneficial data-sharing 
practices. Overall, our goal is to provide a toolkit that simplifies and incentivizes research data 
sharing and collaboration.

2.	Description of the problem 
Sharing large volumes of research data requires significant storage, which can be optimi-

zed by adopting a standardized approach to data sharing. To encourage researchers to follow 
this approach, appropriate infrastructure must be provided. Additionally, the scientific com-
munity aims to adhere to Open Science and FAIR principles, promoting dataset publication. 
However, making valuable research data openly available under free licenses allows unre-
stricted use by the community without direct returns to the original researchers. Therefore, 
mechanisms should be in place to incentivize community contributions to research before 
granting access to the data.

3.	Related work 
An example of an infrastructure that enables HPC simulation and facilitates data sharing 

is the Galaxy platform. It provides a user-friendly interface for constructing and executing data 
analysis workflows and integrates with repositories like Zenodo for data retrieval. The platform 
offers a regularly updated set of domain-specific and general-purpose tools for processing, ana-
lysis, and visualization on academic clusters. Additionally, workflows, results, and execution 
histories can be published for reuse.
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4.	Solution of the problem
The Model Execution Environment platform has been expanded with integration into the 

InvenioRDM repository. The Sano Dataverse instance has joined RODBUK, the Kraków Open 
Research Data Repository, to enhance credibility and increase the dissemination of published 
research data. Additionally, a rule-based data-sharing practice has been developed and imple-
mented in publishing the DPValid dataset, provided by In Silico World partners.

Fig. 1. Infrastructure facilitating data sharing.

5.	Conclusions
The developed infrastructure–including the integration of MEE with data repositories, the 

inclusion of Sano Dataverse as part of RODBUK, and the implementation of a rule-based data-
-sharing technique–provides a comprehensive toolkit for processing, sharing, and publishing 
research data. This approach ensures the potential for research contributions even beyond the 
scope of the related project. Thanks to this toolkit, researchers have access to convenient tools 
that facilitate data management while adhering to Open Science and FAIR principles. Additio-
nally, the infrastructure ensures security and reliability through RODBUK policies.
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1. Introduction
When studying the expression of genes at the RNA level, the key problem becomes map-

ping RNA sequences to a specific reference genome or transcriptome. Many tools have been 
developed for solving this issue, offering various usage characteristics. One such tool is Salmon 
[4], which provides estimates of the transcripts quantification by performing lightweight quasi-
-mapping. Our objective is to use MapReduce paradigm with serverless functions to speed up 
the Salmon computation on a HPC cluster.

2. Description of the problem
We view the problem as a purely computational one, or CPU-bound. As the RNA reads are 

independent, the RNA quantification is in principle inherently parallelizable and with input data 
stored in a read-per-line file format, the data can be easily chunked and run in parallel, resulting 
in increased speedup in comparison with single threaded implementation.

3. Related work
This work is part of the Transcriptomics Atlas Pipeline [2] project, which was extensively developed 

over the years and consists now of highly optimized pipelines running Salmon and STAR aligners.

4. Solution of the problem 
Inspired by the cloud environment, our computational paradigm of choice is MapReduce with 

serverless functions, as it ensures massive parallelism and omits the need for synchronization be-
tween jobs. We have already successfully implemented such a solution in the AWS cloud using 
Lambda service as backend. To do so, we used Lithops, a multi-cloud framework for running 
MapReduce tasks on FaaS architectures. Therefore, to bypass the need for reimplementation of the 
whole solution within the HPC environment, we exploit the LithopsHPC [1], a version of Lithops 
that can run under SLURM. It runs containerized Lithops components as SLURM jobs, preparing 
a platform for the user to create a FaaS abstraction on underlying HPC resources. We successfully 
ported LithopsHPC from MareNostrum 5 at Barcelona Supercomputing Center to Ares super-
computer at ACC Cyfronet.

Fig. 1. Scheme of proposed solution.
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We also use DataPlug software [3], which is designed to allow for logical partitioning of data 
into chunks while leaving the input files physically intact. It helps to reduce data movement and 
provides the possibility to run parallel tasks on small portions of original data. We created an 
extension for DataPlug that operates on Sequence Read Archives files (SRA), a basic format in 
the field of transcriptomics. It utilizes S3 compatible object storage.

5. Conclusions
The main contributions of our work can be summarized as follows:

•	 Implementation of serverless pipeline for transcriptome quantification using Salmon.
•	 Porting LithopsHPC solution to Ares supercomputer at ACC Cyfronet.
•	 Benchmarking of solution in HPC environment.
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1. Introduction 
This paper describes analysis of memory access pattern in the RNA-seq aligner called Spli-

ced Transcripts Alignment to a Reference (STAR) [1]. The task is computationally and memory 
challenging as reads contain various types of mutations such as insertions or deletions. The 
alignment process is key for detection of a gene expression. 

2. Description of the problem 
As the STAR requires huge amount of computational resources esp. CPU and memory 

it is an ideal candidate for HPC. However, even HPC resources are not unlimited and finding 
optimal way to utilize them is crucial. In the case of STAR, we are running multiple processes 
on multiple nodes. Each of these processes requires access to the same array called the index. 
While single-node calculations use the shared memory, running them on multiple nodes requires 
loading the index once per node, which is extremely wasteful memory-wise, esp. as index for the 
Human genome takes around 30 GB of data [2]. To prevent it we are currently considering utili-
zation of inter-node memory sharing mechanism. However, we hypothesized that the latency of 
the DRAM is much smaller than one of the interconnect. The goal of our work is to verify this 
and check the access pattern of STAR would allow caching to provide sufficient performance.

3. Related work
In the course of our research, we have analyzed multiple possible interconnects and com-

pared them to access to directly attached RAM modules. As examples of the interconnects, we 
have selected InfiniBand [3] and HPE Slingshot [4] as dominant low-latency solutions used for 
HPC systems, and Ethernet commonly used in the IaaS Clouds [5]. In the Tab. 1 we have collec-
ted typical latency for said interconnects as well as for the DDR4 memory. 

Tab. 1. Comparison of interconnect and local memory latency.

Interconnect Memory

Slingshot Infiniband Ethernet DDR4

Latency [ns] 300 - 400 50 - 100 10 000 10

As shown in Tab 1 even the best interconnect available at the moment has an order of mag-
nitude higher latency than DDR4 memory which prompted the need to find optimal caching 
solution.
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4. Solution of the problem
As the STAR tool is open source, 

we were able to provide instrumentation 
code to collect metrics showing access 
pattern to the array representing the ge-
nomics index that should be shared be-
tween nodes. The recompiled code was 
executed on the Helios supercomputer 
(CPU partition) which is an ideal envi-
ronment for the task by enabling high 
level of parallelization per node while 
still enabling distribution of workload 
onto multiple nodes to even further de-
crease the computation time. Also, the 
Slingshot interconnect provides very low latency.

We have stored the output in a concise binary HDF5 files with appropriate compression. 
Using compressed HDF5 files instead of CSV reduces the size of input data by the factor of 10 
to enable convenient analysis of multiple cases. 

We have also developed a Python script based on NumPy and Pandas libraries to analyze the said 
file and find access pattern to the index. The result is presented in the Fig. 1 in the form of a histogram.

5. Conclusions
From the histogram in Section 4 we may conclude that caching just around 20% of the 

index would significantly improve performance of memory access, as such portion of the array 
is accessed much more frequently than the rest of the data. In the future we are planning to test 
access pattern for additional cases as well as find the most suitable solution for the implementa-
tion of the caching mechanism itself. 
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1. Introduction 
The digital twin is the concept of creating virtual representation of a patient and use it to 

predict the risk of disease, increase the knowledge or find metrics useful in diagnostics [1]. 
Cardiovascular lumped-parameter models can be coupled with models representing homeostatic 
processes, such as baroreflex - a neurological mechanism of controlling blood pressure [2]. The 
most expensive stages of lumped-parameter model development are sensitivity analysis (SA) 
and personalization (optimization), which are supported by HPC.

2. Computing challenges 
Adding the mechanism, which perturbs parameters at every beat leads to an increase in compu-

tation time, which becomes even greater by the need to run simulation for a long time to represent the 
real experiments. Another challenge is a nonlinear nature of the model which requires using global 
methods for SA and optimization, based on multiple model executions and require convergence. We 
perform a convergence study of Differential Evolution (DE) optimization [3] for a 4-chamber model 
coupled with baroreflex model [2], with the loss function based on time series data digitized from [4].

3. Related work
Most of the existing work focus on quantification of closed-loop or open-loop models  

of baroreflex in local scale [5, 6]. In [7] we showed that there are differences in local and global 
sensitivity patterns in closed-loop models, hence those models should be analysed globally.

4. Solution of the problem 
We used an extended version of published model [7] with the baroreflex model [2]. We 

calibrated upon the subset of 6 parameters representing the most influential time constants and 
sympathetic gain of heart period path. Base values are taken from [2]. Julia BBO_adaptive_de_
rand_1_bin_radiuslimited() DE algorithm [8] was tested, for the 50 agents and maximum of 
1000 iterations. Loss function was the sum of squared difference between simulation outputs 
and the data (mean arterial pressure, heart rate and stroke volume series from Lower Body Ne-
gative Pressure experiment [4]). To test convergence of the study we performed 30 simulations 
on Ares and assessed the dispersion of calibration subset. Using HPC allowed to reduce compu-
tational time ~31 times, from estimated 1500h on local machine to 49h using HPC. The results 
of the study are presented in Fig. 1. The dispersion for gain and venous time constant is small, 
but for the other quantities there is a huge variation in optimization outputs.
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Fig. 1. The results of convergence study.

5. Conclusions
The results suggest that the convergence is not achieved. Possible solutions of the problem 

include changes within optimizer parameters, decreasing the range of variation for calibrated 
parameters, or further investigation of loss function structure.
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1. Introduction 
Diffusion-weighted magnetic resonance imaging (DW MRI) provides unique insights into cellu-

lar structure, making the modality an effective tool for the non-invasive assessment of brain microstruc-
ture with a particular sensitivity to various neurological disorders [1]. However, proper modeling of 
the DW signal is essential for extracting quantitative indicators, especially under a limited acquisition 
procedure. This study explores the potential of employing deep learning (DL) models to estimate dif-
fusion tensor imaging (DTI) [2] microstructural parameters in individuals with bipolar disorder (BP).

(a)				        (b) 

Fig. 1. (a) Visual representation of DTI model, (b) scheme of microstructural parameters estimation using 
DL model with a loss function defined as the product of the least absolute error (L1) and the structural 

dissimilarity index measure (DSSIM).

2. Diffusion tensor imaging
The diffusion tensor (DT) describes the movement of water molecules using a second-order 

tensor, algebraically represented as a symmetric, positive definite 3 × 3 matrix with three per-
pendicular eigenvectors and three positive eigenvalues. It can be visualized geometrically as 
an ellipsoid, where the major axis aligns with the principal eigenvector, and the axes lengths 
correspond to the eigenvalues. DT allows for the determination of multiple microstructural pa-
rameters, such as the radial diffusivity (RD), the average of the two minor eigenvalues, λ2 and λ3 
[1]. Typically, the weighted least squares procedure is used to estimate DT parameters, but the 
process requires specific acquisition protocols and a sufficient number of DW volumes.

3. Related work
DL models have been recently widely used to estimate microstructural parameters such as 

those presented in the previous section. However, existing research mainly focuses on applying 
neural networks to acquisition protocols that involve a limited number of DW volumes [3,4,5]. 
Despite this progress, there is a limited number of detailed analyses of the ability of models to 
preserve the differences in microstructural parameters between healthy individuals and patients 
with various neurological disorders [5].
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4. Results and Conclusions
The study used the UCLA dataset [6], including healthy individuals and patients with BP. 

A U-net model was employed to estimate RD, and it was trained in three data configurations: 
1) healthy patients, 2) BP, and 3) a combination of both. Training the model on a private com-
puter takes ~4363s/epoch, while using the Athena GPU reduces it to ~46s/epoch. To achieve 
acceptable accuracy, it is crucial to carefully select hyperparameters, which requires running the 
network training 12 times for 100 to 200 epochs. Consequently, the total training time on Athena 
is ~2.5 hours, as it can execute multiple scripts simultaneously. In contrast, training on a private 
laptop takes ~2,181 hours (90 days), making it impractical without HPC.We conducted analyses 
using standard metrics, including mean squared error (MSE) and structural similarity index 
measure (SSIM). We also applied Tract-Based Spatial Statistics (TBSS) to assess the number 
and location of voxels showing differences in RD between healthy subjects and patients. The 
results are summarized in Table 1. While all networks performed well according to evaluation 
metrics, deeper analyses revealed significant differences in the clinical accuracy. To capture 
more effectively the differences in microstructural parameters between healthy individuals and 
patients, it is crucial to train the network using data from both groups.

Tab. 1. Evaluation results on BP data of models trained in three configurations. 

Bipolar
Trained models

Healthy Bipolar + Healthy
Evaluation 

metrics
MSE [10-5] 1.55 1.65 0.68

SSIM 0.9996 0.9997 0.9998

TBSS analysis
TP [%] 8.6 56.4 67.1
FP [%] 0.0 0.0 0.3
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1. Introduction
Scientific computing often relies on large-scale simulations, requiring substantial compu-

tational resources. High-Performance Computing (HPC) enables researchers to perform Verifi-
cation, Validation, and Uncertainty Quantification (VVUQ) experiments, which often demand 
thousands of simulations. Running these workflows efficiently requires proper resource mana-
gement and scalable tools to handle parallel execution and data processing.

2. Description of the problem
Access to HPC is required since running extensive VVUQ experiments on local machi-

nes becomes unfeasible due to computational constraints. Moreover, VVUQ workflows can  
be complex, involving multiple models, large datasets, and dependencies on external software 
and licenses. Efficiently scheduling and executing such workflows, while ensuring correct reso-
urce allocation and parallel execution, remains a challenge.

3. Related work
There exist several automated VVUQ frameworks, such as Dakota and OpenTURNS, but 

they often lack seamless integration with HPC job schedulers. EasyVVUQ provides a flexible 
Python-based framework for uncertainty quantification workflows, but scaling it effectively on 
HPC infrastructure involves additional tooling for workload distribution and appropriate resour-
ce management – which, in turn, depends on environment setup and model requirements.

4. Solution to the problem
To address these challenges, we leverage EasyVVUQ combined with both DaskJobQueue 

and DaskMPI to enable efficient execution of Sensitivity Analysis (SA) and VVUQ workflows 
on HPC. Following exploration of these solutions, we propose a general workflow for running 
VVUQ experiments, as presented in Figure 1. This workflow includes:

•	 Constructing an EasyVVUQ campaign which executes predefined actions.
•	 Selecting sampling and analysis methods for model parameters and their variability.
•	 Handling generation of model input files and decoding outputs to obtain quantities of 

interests.
•	 Utilizing DaskJobqueue and DaskMPI to distribute campaign tasks across HPC 

resources, ensuring load balancing and efficient parallel execution.

This setup allows EasyVVUQ to handle both Python-based simulations and external appli-
cations, including MPI-based executables. Proper allocation of computational resources, envi-
ronment configuration, and workflow structuring ensure scalability and reproducibility.
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Fig. 1. EasyVVUQ workflow setup along with Dask execution on HPC.

5. Conclusions 
Integration of EasyVVUQ with Dask and SLURM facilitates scalable execution of UQ and SA 
experiments on HPC. This approach improves computational efficiency while allowing flexible  
resource management. Because it is a generic solution, it can be utilized with any model, including 
Python-based implementations, more complex software such as Ansys, and even precompiled 
solutions. The framework has been tested on the Ares cluster at ACC Cyfronet AGH.
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1. Introduction
Computational medicine is an interdisciplinary field integrating knowledge about 

mechanisms of human physiology and using computational modeling on advanced computing 
infrastructures to understand and predict diseases. It enables a personalized approach to health 
treatment: predicting the risk of disease, performing virtual drug tests, advising changes in diet 
and lifestyle, and identifying therapies and medical procedures [1]. 

2. Description of the problem 
To realize the idea of personalized computational medicine we need high quality mathemati-

cal models of human physiology implemented in forms of computer simulation modules and 
access to medical data, appropriate simulation procedures, supporting software environment, 
modern computing and storage systems, as well as standardization and certification procedures 
for medical treatments based on computational medicine [2].

3. Related work 
Research in this direction started by Peter Hunter within the Physiome Project [3] was con-

tinued in the framework of the Virtual Physiological Human (VHP) [4] by many researchers and 
institutions like Sano Centre for Computational Medicine [5]. The outcomes of these investiga-
tions are presented at the VPH Conferences.

4. Solution of the problem
Recently, a holistic and systematic approach was pursued in the framework of the EU Project 

EDITH coordinated by Liesbet Geris [6], aiming at practical implementation of the idea of 
digital twins of humans: from cells and tissues to organs and entire bodies in the form of virtual 
human twin (VHT). VHT is an integrated, multi-scale, multi-temporal and multi-disciplinary 
representation of quantitative human physiology and pathology. To put VPH in practice, we 
require an inclusive ecosystem, implementation a federated repository gathering resources such 
as models, data sets, algorithms, practices, as well as a simulation platform on top of compute 
and storage resources. According to the EDITH Roadmap [6], the complexity and scale of VHT 
demand significant computational resources such as high-performance computing (HPC) to 
run computationally intensive simulations, training AI-based twins, and perform data-intensive 
analyses. 

Research of the Cyfronet AGH team has resulted in elaboration of a demonstrator which 
enables running modules of VHT on HPC resources for scale-out studies with processing large 
amounts of data and “parameter study” types of computations. It enables reproducibility of 
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computer simulations, execution of computational models controlled by a set of scripts with 
a versioning system enabling collaborative usage. The functionality of the demonstrator was 
successfully validated with a set of typical VHT modules on the HPC resources. Currently, it is 
further developed, and we aim at elaboration of a whole VHT ecosystem for stroke patients [7].

5.	 Conclusions   

The EDITH Roadmap presents a set of recommendations which should enable more effi-
cient research and implementation in practice the idea of the virtual human twin. These recom-
mendations are related to an assessment of creators and consumers​ in this area, basic building 
blocks of VHT technologies, VHT infrastructures, ELSI, standards and regulatory aspects, and 
sustainability conditions. The Cyfronet team main contribution – the demonstrator - may be 
already exploited in on-going research in computational medicine.
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1. Introduction
Access to high-performance computing (HPC), storage, datasets, and publications is  

essential for modern scientific research. The Marketplace [1] is designed to simplify the dis-
covery, ordering, and usage of these resources, ensuring scientists can efficiently set up their 
research environments and focus on innovation.

2. Description of the problem
Accessing HPC and large-scale infrastructures remains challenging due to fragmentation, 

complex procurement, and technical barriers. Researchers need a unified platform to filter available 
resources, compare offers, and quickly set up their environment. The goal is to streamline work-
flows, from selecting infrastructure to running computations and retrieving results efficiently.

3. Related work
Previous initiatives (e.g. EOSC Future project [2]) improved resource discoverability, but 

accessing them remains a challenge. Ordering can be a lengthy process, and setting up the necessary 
environment, including data transfers, is still a major hurdle. The Marketplace aims to bridge 
this gap by offering an end-to-end platform that integrates resource discovery, ordering, and 
workflow management, simplifying research execution.

4. Current status of development and plans 
Discoverability is well established − users can filter offers based on access policies, geo-

graphical availability, and other criteria. Ordering is facilitated through integration with dedi-
cated JIRA instance, or providers’ existing ticketing systems. Nonetheless, to enhance order 
management, and improve the user and provider experience even more, we are developing  
a custom Backoffice Ordering System (BOS), which will significantly streamline the process 
and improve user-provider interactions.

A key ongoing development is the integration of the Marketplace with UPV’s Infrastructure 
Manager (a TOSCA Cloud Orchestrator) [3] to enable the automatic deployment of services in 
a given environment. Additionally, we are working with CERN’s File Transfer Service (FTS) 
[4] service to ensure seamless data movement between infrastructures. These enhancements will 
allow researchers to efficiently set up their environments, deploy custom software, and manage 
data workflows with minimal overhead.

We have also entered a new era − the era of the federation − where multiple nodes (such 
as scientific communities) form a network and share core functionalities like a catalogue. From 
now on, the Marketplace also serves as a plug-and-play solution for communities! They no lon-
ger need to develop their own catalogue from scratch to share e.g. their data repository. Instead, 
they can simply adopt our Marketplace, customize it to their needs, deploy it locally, and man-
age it effortlessly.
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Fig. 1. Architecture of Marketplace service.

5.	 Conclusions
Providing a unified, intuitive platform for accessing HPC and research resources is key to 

accelerating modern innovation. The Marketplace plays a crucial role in enabling researchers to 
focus on discoveries rather than navigating administrative and technical complexities.

Acknowledgements. ACC Cyfronet makes this work possible. The Marketplace is currently 
being developed within the EOSC Beyond [5]. 
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1. Introduction  
This abstract presents user experience (UX) research findings conducted on the EOSC 

Marketplace platform. The analysis revealed that complex commands, unintuitive interfaces, 
and insufficient support hinder access to research infrastructures (RIs). The presented 
conclusions provide the foundation for recommendations aimed at enhancing platform usability 
and increasing the accessibility of HPC services for a broader user base.

2. Description of the problem

Research infrastructures are essential for scientific research, yet their growing complexity 
presents challenges, even for experienced researchers, who may lack advanced IT skills [1]. 
Platforms providing scientific services are often designed with technically proficient users in 
mind, unintentionally excluding specialists from other fields. Lowering the entry threshold 
and equipping users with skills requires a deep understanding of their needs. Tailoring IT tools 
accordingly will allow a broader audience to fully utilise available resources, maximising their 
potential for scientific discovery.

3. Related work
Between 2022 and 2024, Cyfronet’s Data Processing Laboratory team conducted several UX 

research studies within the EOSC Marketplace ecosystem, applying UX research methodology 
presented below (Fig.1). Although the platform does not handle HPC job submissions directly, 
it plays a crucial role in the RIs ecosystem by enabling scientists and other target users to search 
for and order services, highly influencing the overall user experience.

Fig. 1. UX research methodology.
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4. Solution of the problem
This presentation will outline the benefits of UX research, and the most common challenges 

encountered. We will demonstrate how it can increase the accessibility and adoption of scientific 
services. Our work enabled a thorough analysis of how users from diverse backgrounds search 
for and utilise resources and how improving platform usability can help researchers from non-
technical fields adopt HPC and other advanced digital services more easily.

The DPL team used several widely recognised UX research methods [2], including usability 
testing, post-questionnaires, and online surveys. In-depth interviews were also carried out with 
focus groups representing end-users and e-infrastructure service providers, alongside tracking 
user journeys and conducting behavioral studies using tools such as Google Analytics and Hotjar 
to assess user interactions.

5. Conclusions 
Although user experience studies for e-infrastructure services and tools have not yet gained 

widespread popularity, the right choice of methods and target groups can be a real game-changer 
in leveraging the potential of HPC platforms. By addressing usability challenges and improving 
user experience, we can significantly increase the adoption of HPC services among a broader 
audience, including scientific, business communities, or governmental bodies.

Acknowledgements. This work has been supported by the European Union’s Horizon 2020 and 
2021-2027 research and innovation programme.
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1. Introduction
Community detection in complex networks is a fundamental problem in network science, 

with applications in neuroscience, social analysis, and optimization. As networks grow in 
size and complexity, the number of possible partitions increases exponentially, making 
exhaustive search impractical. Classical methods, such as modularity optimization and 
spectral clustering, become inefficient for large-scale networks due to their computational 
complexity. Quantum computing, with its ability to explore multiple solutions, offers  
a promising alternative for addressing combinatorial optimization problems like community 
detection. 

2.  Description of the problem 
There is no library that integrates various community detection methods into a single 

framework with a unified interface, forcing researchers to rely on multiple separate tools, 
which complicates experimentation and result comparison. Additionally, quantum methods for 
community detection are currently limited to binary partitioning, making them impractical for 
networks with more complex structures. Since many real-world networks contain more than 
two communities, existing quantum approaches cannot fully capture their structure. Without  
a method for multi-community detection, quantum solvers remain constrained in their ability to 
analyze large-scale networks, limiting their practical applicability.

3. Related work
Our work builds on existing quantum and hybrid optimization tools, particularly QHyper, 

developed by Cyfronet [1]. QHyper provides a foundation for defining optimization problems, 
including community detection, and supports various solvers. Additionally, our Qommunity 
library, which includes the hierarchical partitioning method, was used in recent research 
to compare its performance against other community detection methods, demonstrating its 
practical applicability [2].

4. Solution of the problem and conclusions
We introduce Qommunity, a library that integrates classical, quantum, and hybrid approaches 

for community detection, offering a unified interface for various algorithms. It extends QHyper 
to support quantum optimization and incorporates hierarchical partitioning to enable multi-com-
munity detection. The framework uses quantum annealing with D-Wave’s Advantage system, 
enabling quantum methods for network analysis.
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Fig. 1. Qommunity architecture.

A key feature of Qommunity is its ability to provide multiple community detection methods − 
classical, hybrid, and quantum − within a single framework. It ensures a consistent interface for 
seamless integration and experimentation while also introducing hierarchical partitioning for  
algorithms that inherently support only binary division. This expands their usability, enabling 
the detection of more than two communities in complex networks. By integrating multiple  
solvers, Qommunity allows users to select the most suitable method − classical, hybrid, or  
quantum − depending on the specific requirements of their problem. 

Acknowledgements. We gratefully acknowledge Polish high-performance computing infra-
structure PLGrid (HPC Center: ACK Cyfronet AGH) for providing computer facilities and sup-
port within computational grant no. PLG/2024/017717 (B.W.) and grant no. PLG/2024/017911 
(K. J.).
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1.	Introduction
Neural Architecture Search (NAS) automates the design of neural networks for tasks like 

classification, segmentation, and regression, eliminating tedious manual configuration. As  
architectures become more complex, evolutionary optimization–using selection, mutation, and 
recombination–has proven effective. In particular, Cartesian Genetic Programming (CGP) en-
codes networks as fixed-size matrices where each cell defines an operator and connections map 
the data flow. This approach simplifies complex designs and allows dynamic node activation 
through masking. In our work, we fuse multiple graph convolution layers (GCN, GAT, GIN, 
GraphSAGE) with a Fourier-transform block, called the Graph Kolmogorov-Arnold Layer, to 
address node classification. The resulting fixed-size genotype specifies layer types, activation 
functions, and connections and is optimized via a (1+λ) evolutionary strategy with mutation, 
automating both architecture and hyperparameter selection.

2. Description of the problem
Optimizing neural network architectures for graph-structured data is challenging due to 

the vast search space of layer configurations and hyperparameter settings. Manual tuning is 
labor-intensive and often suboptimal. Our method employs an evolutionary (1 + λ) strategy to 
automatically evolve architectures that integrate graph convolution layers with a Fourier-based 
GraphKAN module [5], simultaneously optimizing the network design and training hyperpa-
rameters to improve feature extraction and classification performance.

3. Related work
Recent developments in Neural Architecture Search leverage evolutionary algorithms, re-

inforcement learning, and gradient-based optimization. Several methods [3] have focused on 
optimizing variants of Graph Convolutional Networks (GCNs) for graph-related tasks. Mean-
while, CGP-based NAS efficiently encodes Convolutional Neural Network architectures using 
grid representations [4]. Our work sets itself apart by uniquely integrating evolutionary CGP 
with GraphKAN modules, thereby advancing the automated design of Graph Neural Networks 
for Node Classification.

4. Solution of the problem
The proposed method implements an evolutionary optimization framework for neural 

network architectures by integrating graph convolution layers and a Fourier-based GraphKAN 
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module. The architecture is encoded in a fixed-dimension genotype, where each row specifies 
the layer type, activation function, and inter-layer connectivity, with an additional mask vector 
determining active layers. Two primary modules are defined: a graph block that extracts 
structural information from graph-structured data and a GraphKAN block that employs Fourier 
transformations. The network is incrementally constructed with fallback mechanisms to 
ensure functionality even if no layers in a given block are active. Mutation functions introduce 
stochastic modifications to both the network structure and hyperparameters, including the 
optimizer, learning rate, and weight decay. The evolutionary process follows a (1 + λ) strategy, 
where a parent network generates multiple offspring through mutations, each of which is 
individually trained and evaluated. If an offspring outperforms the parent, it replaces the parent 
for subsequent generations; otherwise, neutral mutations are applied. Performance is assessed 
using accuracy and the F1 score to guide the iterative optimization.

We use PyTorch and PyTorch Geometric for building and training graph neural networks, 
and NetworkX for visualizing the architecture. Training is conducted on the Athena cluster at 
ACC Cyfronet AGH, which offers computing power of over 7.7 PFlops. All the computations 
were carried out with the mentioned library using 4 CPUs per task. The runtime for a complete 
simulation on one dataset (covering all generations) ranged from 8645 to 10000 seconds.

5. Conclusions 

Our work demonstrates that integrating Cartesian Genetic Programming with evolutionary 
optimization can effectively automate the design of graph neural network architectures for 
Node Classification Tasks. Our approach simultaneously evolves network structures and 
training hyperparameters by fusing diverse graph convolution layers with a Fourier-based 
GraphKAN module. This method not only alleviates the challenges of manual tuning but also 
shows promising improvements in node classification performance, paving the way for further 
advancements in automated architecture search for graph-structured data.

Acknowledgements. The work was supported by statutory tasks of the AGH UST Faculty of 
Physics and Applied Computer Science within the MEiN grant. The numerical experiment was 
possible through computing allocation on the Athena system at the Polish high-performance 
computing infrastructure PLGrid (HPC Center: ACK Cyfronet AGH) under grant no. 
PLG/2025/018082.
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1. Introduction
Event cameras are a relatively new vision sensor that capture the change in intensity of 

light incident on a pixel with microsecond precision, as opposed to an absolute brightness value 
captured by a frame camera. Their main advantages are their very high temporal resolution, high 
dynamic range and low latency. This new type of visual information requires the development of 
techniques to process data as a sparse spatio-temporal point cloud.

Fig. 1. Comparison of a frame from a classic camera and an event frame aggregated over 20 ms.

2. Description of the problem
Our research involved event data filtering and object classification using neural networks. 

Each of these problems required the processing of large datasets in order to train neural network 
based solutions or to evaluate proposed algorithms. The requirements of the developed solutions 
were high throughput and the ability to accelerate them in heterogeneous systems using FPGA 
resources.

3. Related work
The topic of processing visual event data has been addressed many times in the scientific 

literature due to its great practical importance. Neural networks for filtering this type of data are 
presented in [1], while a classical algorithm is presented in [2].

Many approaches to object classification and detection have also been presented in the litera-
ture. The vast majority of them are based on neural networks: Convolutional Neural Networks 
(CNNs) [3], Graph Convolutional Neural Networks (GCNNs) [4] and Spiking Neural Networks 
(SNNs) [5] are used.
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4. Solution of the problem
A modified Distance-based Interpolation with Frequency weights (DIF) algorithm was pro-

posed for event data filtering. The aim was to achieve high filtering efficiency at the highest 
possible throughput. The solution was based on interpolation of timestamps and event intervals 
from neighbouring areas of the sensor array. The MATLAB environment was used to design the 
solution. For the evaluation, however, the C++ language with the Metavision library was used. 
The programmes were run on the Ares supercomputer to calculate filtering efficiency metrics on 
large datasets. The necessary test sequences were also generated using the V2E [6] framework 
on the Athena supercomputer. The intermediate results and data sets were stored on HPC storage 
at ACK Cyfronet AGH centre.

GCNNs were employed to investigate object classification in event data. The models were 
developed in Python using the PyTorch and PyTorch Geometric frameworks. The proposed so-
lution utilised lightweight models based on PointNetConv layers. To optimise hyperparameters 
and adapt the models for implementation on FPGAs, the networks were trained in batches per 
node, and transfer learning from larger models was applied to enhance their performance. The 
training process was conducted on the Athena supercomputer, with data stored on the HPC Stor-
age resources at ACK Cyfronet AGH.

5. Conclusions
The research carried out has made it possible to design algorithms with very high efficiency 

(greater than or comparable to SOTA). In addition, their speed can be significantly increased 
by using reconfigurable FPGA resources. The design of these algorithms and their evaluation 
would not have been possible without the use of the computing resources of the ACK Cyfronet 
AGH centre.

Acknowledgements. This research has been supported by the National Science Centre project 
no. 2021/41/N/ST6/03915 (first author). The numerical experiment was possible through 
computing allocation on the Prometheus system at ACC Cyfronet AGH under the grants 
PLG/2023/016388 and PLG/2023/016897.
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1. Introduction 
Real-time perception in autonomous vehicles requires fast, accurate object detection for safe 

navigation. While RGB cameras offer high spatial resolution, they suffer from latency and high 
power use. Dynamic Vision Sensors (DVS) capture light changes asynchronously, enabling low-
-latency detection. Synthetic DVS data provides a cost-effective alternative to physical cameras. 
This paper compares synthetic and real DVS data with RGB imagery, focusing on detection per-
formance and latency.

2. Description of the problem 

Frame-based cameras can cause latency in dynamic environments, limiting real-time detec-
tion for robotics and autonomous vehicles. To evaluate synthetic DVS data, JAAD RGB videos 
were converted into event-based formats using the v2e tool, and an SNN model’s performance 
was tested. The DMT22 dataset, containing real DVS and RGB recordings, enabled direct com-
parisons between synthetic DVS, real DVS, and RGB, validating synthetic event-based vision 
as a practical alternative to physical DVS sensors.

3. Related work 

Recent developments in event-based vision have underscored the potential of Dynamic  
Vision Sensors (DVS) for low-latency applications. Sakhai et al. [1] showcased the effectiveness 
of Spiking Neural Networks (SNNs) in real-time pedestrian classification using DVS even under 
adverse weather conditions. Gallego et al. [2] provided a comprehensive survey highlighting the 
latency reduction and computational benefits of DVS. Mueggler et al. [3] established a standardized 
benchmark for event-based visual odometry and SLAM. In addition, influential data sets such as 
JAAD [4] and DMT22 [5] have played a crucial role in the advancement of event-based models. 
Despite these advances, creating high-quality synthetic DVS data that faithfully mimic real-world 
events remains a challenge, particularly for autonomous driving and robotics.

4. Solution of the problem 

Dataset Evaluation: To evaluate the feasibility of synthetic DVS data, we converted RGB 
videos from the JAAD dataset into event-based formats using the v2e tool. The DMT22 dataset, 
which includes both RGB and real DVS recordings, was employed as a benchmark for assessing 
synthetic DVS quality. Synthetic DVS videos generated from DMT22 RGB data were configured 
to match real DVS specifications (240 × 180 pixels, 30 fps, DAVIS APS format), enabling  
a direct quantitative comparison between synthetic and real DVS data.
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Algorithm: We implemented a Spiking Neural Network (SNN) model for low-latency 
object detection, utilizing event-driven computations to enhance efficiency.

Software Tools: The conversion of RGB videos to synthetic AEDAT event files was per-
formed using v2e and jAER, while PyTorch was used to train and evaluate the SNN model.

Compute and Storage Resources: Experiments were carried out on NVIDIA A100 GPUs 
within the PLGrid infrastructure, optimizing event-driven processing. Additionally, metric evalua-
tions were conducted using Cyfronet’s Athena, ensuring robust computational support.

5. Results 
We compared the performance of synthetic and real DVS data against traditional RGB imagery 

by evaluating key metrics and the performance of our SNN models. DVS provides 25μs temporal 
precision, while RGB is 33ms, a lower temporal precision value means more accurate alignment of 
events over time. The summarized results for DVS are presented in the following table.

Tab.1. Overview of key results.

Polarity Accuracy Event Density MSE SSIM

DVS 74% 2,797 0.0012 0.4625

SNN Object Detection Performance in Bad Weather (JAAD Dataset)

Model Modality AUROC F1-Score

PT ResNet18 DVS 0.5336 85.43

SPS R18T DVS 0.5720 86.37

6. Conclusions 
This study demonstrates the comparative analysis between real and synthetic DVS data and 

validates the feasibility of generating high-quality synthetic event-based datasets for training 
SNN models.
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resource management. 
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1. Introduction
Machine learning is associated with processing large data sets. If such data is structured, it 

often takes the form of a graph with a significant number of vertices, not rarely exceeding several 
hundred thousand of edges. In the context of machine learning, there is a challenge of calculating 
the amount of information (entropy) of such structured graph structures [1,2,3] to evaluate their  
suitability for the learning process. It is especially significant if there is a need to transform a data 
set into yet another form to achieve dimensionality reduction. In such a case it is important to 
provide an estimation if such a transformation could be successful or how much of the information 
would be lost during this process. A classic example of this type of task is the embedding problem, 
related to algorithms for transforming a graph structure into a vector form [4].

2. Description of the problem
The research of structural information in graphs using node-balls requires an effective way 

of checking if any two node-balls are isomorphic. While graph isomorphism is well researched, 
checking node-ball isomorphism requires computation of multiple graph isomorphisms, which 
was found to be difficult on large datasets due to computation complexity. The goal of this 
research is to design a node-ball isomorphism algorithm aware of the multilayered structure of 
node-balls, which would let reduce the computation time.

3. Related work 
The problem of entropy in graphs is studied since Sixties of the twentieth century [3]. One 

of the authors introduced the concept of structural information that refers directly to the problem 
of information in graphs [1,2]. There are many approaches to represent structural information as 
a vector with use of graph embeddings [5]. They result both in fixed dimensionality and dimen-
sionality reduction compared with the original graph structure. An alternative approach is to use 
Artificial Neural Networks in a form of Graph Neural Networks [6], which subsequently can be 
thought how to embed multi-dimensional data. There are several graph benchmarks available in 
the form of ready-to-use datasets [7], which were subsequently used by the authors.

4. Solution of the problem
The node-ball isomorphism algorithm developed during this research first expands the neigh-

borhoods of both starting nodes and groups them by the iteration they occurred in and by the 
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in-degrees and out-degrees of each node. Then, it uses an individualisation-refinement approach 
on the already grouped nodes, similar to many graph isomorphism algorithms, to check for exi-
stence of an isomorphism. The algorithm was implemented in C++, using MPI for paralleliza-
tion and tbbmalloc for efficient memory allocation. In order to test the algorithm, large datasets 
(40k+ vertices) from the PyKeen repository [7] were used.

The experiments were conducted with use of ACK Cyfronet Ares, PLGrid grant number 
PLG/2024/017406. 46 879 hours of CPU time have been consumed, which exhausted the grant 
quota.

5. Conclusions  
Suitability of the proposed algorithm, as well as its computational correctness have been 

confirmed. Several versions of the algorithm have been proposed, implemented and tested. They 
offer reduced computational complexity for real-world examples, which would not be feasible 
without the PLGrid infrastructure.

Acknowledgements. We gratefully acknowledge Polish high-performance computing infra-
structure PLGrid (HPC Center: ACK Cyfronet AGH) for providing computer facilities and sup-
port within computational grant no. PLG/2024/017406. 
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1. Introduction 
Evolution of structure and texture during processing of metals have a great effect on the me-

chanical properties of final products. Determining these properties requires a lot of experimental 
work and predicting the final properties is within the area of ​​interest of scientists, producers 
and customers. To reduce time consuming and expensive experiments of every combination of 
chemical composition, temperature, strain rate and deformation; modeling and simulations are 
very helpful. However, there are many models describing evolution of structure and texture in 
deformed metals. The models are based on different assumptions and are very sensitive on the 
starting conditions leading to results far from the experiments. Among many, one of the best 
models and widely used with huge success is visco-plastic self consistent model (vpsc). However, 
the model is adequate to cold deformation only, where dynamic recrystallization mechanisms 
can be omitted. For better convergence with experiments the vpsc model can be combined to-
gether with the cellular automaton model (CA). The vpsc model is able to predict the deforma-
tion texture components while the CA model can trace the texture softening due to the activation 
of recrystallization processes. The model vpsc+CA was implemented in C++ with the use of the 
Message Passing Interface (MPI) library to increase the scalability of the calculations. 

2. Description of the problem 
Evolution of the texture in deformed metals predicted with the vpsc model is based on 

many different deformation modes such like slip systems and twinning [1-4]. However, at 
elevated temperatures, in hot deformed metals may appear new components which are the 
results of recrystallization [5-7]. Thus, the recrystallization mechanisms must be taken into 
account in the new model. This is necessary to be correct with the experimental results. To 
enhance the ability of predicting proper texture components in deformed metals at elevated 
temperatures by the vpsc model the cellular automation model may be woven in. The CA 
model allows to calculate the energy state of the modeled structure to predict grain nucleation 
and grain growth.

3. Related work 
In the Zecevic model a combination of the vpsc formulation and intragranular orientation 

gradients and strain energy fields are introduced [8]. The vpsc formulation describes the evolu-
tion of the main texture components which come from the slip or twinning. In the prediction of the 
recrystallization components a driving force for grain boundary migration is based on the total dis-
location density stored in the grains. When there is a gradient in dislocation density the driving force 
moves grain boundary toward grains with more dislocations. This mechanism depicts grain growth. 
However, when dislocation density reaches certain high level, a new grain nuclei is formed, and this 
represents recrystallization. The Zacevic model is based on the probability of dislocation density, but 
for the better simulation results, comparable with the experiments, the distinction between the statisti-
cally stored (SSD) and geometrically necessary dislocations (GND) is necessary.
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4. Solution of the problem 
The combination of the vpsc and CA model is presented in the current study. The vpsc 

model is responsible for prediction the deformation texture components while with the use of 
the CA model the recrystallization components are obtained. To achieve good, comparable with 
the experiments results, the structure was divided into grains represented by orientation, position 
and the total dislocation density. The orientation and dislocation density evolution are calculated 
based on the vpsc model formulations. For the CA procedure, each grain is divided into a certain 
number of subgrains whose orientation and dislocation density differ a little from the parent 
grain. In the subgrains, the distinction between SSD and GND is achieved based on the local 
misorientation. The differences of dislocations density in the subgrains allow to determine the 
driving force for the grain nucleation or grain boundary migration. The calculations formulas in 
the CA procedure contains the parameters describing the recrystallization mechanisms. 

5. Conclusions 

The introduction the CA procedure into vpsc model allows for better texture prediction. 
However, the combined model needs much more computational power. Using parallel computing 
methods such like openMP and MPI significantly reduces simulations time.

Acknowledgements. We gratefully acknowledge Polish high-performance computing 
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computer facilities and support within computational grant no. PLG/2023/016844.
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1. Introduction
The currently utilised approach to calorimeter simulation at CERN is based on Monte Carlo 

computations. Such a method provides accurate results, yet requires substantial computational 
resources and involves many steps of the algorithm, thus making it time-consuming. With the 
recent developments in the Machine Learning (ML) field, researchers seek ML-based methods 
to speed up the simulation. It is crucial for effective preparations for Large Hadron Collider 
(LHC) runs.

2. Description of the problem
Here, we address the simulation of the ALICE experiment’s forward hadronic calorimeter 

(FoCal-H). We verify the effectiveness of cutting-edge generative neural networks for producing 
2-dimensional showers. The dataset was created using the GEANT4 software and comprises 
vectors containing particle features, treated in this study as input data, and matrices representing 
the energy detected by the FoCal-H in response to the incoming particles, which we simulate 
with neural networks.

3. Related work
Numerous studies addressed the topic of calorimeter simulation. They mainly concentrate 

on the use of GANs [1-3], VAEs [1,2,4], NFs [2,5], and diffusion models [1,2,6]. Each frame-
work features a tradeoff between the simulation fidelity and speed [1,2]; NFs and diffusion excel 
in the former, while GANs and VAEs - in the latter.

4. Solution of the problem
We started with exploring GAN, VAE and diffusion architectures. In the case of diffu-

sions, we investigated the DDIM model with a cross-attention block with just 50 inference 
steps, which showed promising effectiveness in terms of simulation fidelity in single- and 
multi-shower simulations. An alternative approach with VAEs generated blurred results, yet 
we were able to approximate the locations of particle shower centres well. GANs allowed 
for obtaining encouraging results regarding shower positions and radii, and are especially 
worth investigating as one of the fastest frameworks. We show example results simulated 
with a GAN in Fig. 1. Throughout the experiments, we used mainly TensorFlow, PyTorch, 
JAX, NumPy, scikit-learn and Uproot libraries, and the Weights & Biases platform. All 
computations were performed on a single NVIDIA A100 GPU available on the Athena clu-
ster.
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Fig. 1. Example simulations of the FoCal-H detector generated with a GAN. Top: reference,  
bottom: generated.

5. Conclusions 
We investigated the use of several deep-learning generation methods for the task of fast 

simulation of the FoCal-H detector. We observed promising results with GAN and diffusion 
models, and want to focus on them in further experiments.
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1. Introduction 
Gamma-ray bursts are among the most energetic phenomena in the Universe, releasing 

more energy in just a few seconds than the Sun does over its entire lifetime. Long gamma-ray 
bursts occur when massive stars collapse into black holes, with their outer layers accreting onto 
the central object. This study examines how the self-gravity of the stellar envelope affects the 
structure of the accretion disk, the accretion rate, and the evolution of a black hole during extre-
me astrophysical events.

2. Description of the problem
Within the collapsar model, we examine the influence of self-gravity using detailed ma-

gnetohydrodynamics simulations to study the interaction between plasma and magnetic fields 
within a general relativistic framework.

3. Related work
Previous 2D simulations [1] demonstrated that the self-gravitating stellar envelope influ-

ences black hole spin evolution and mass accretion. In this study, we extend these findings by 
performing 3D simulations and analyzing the impact of self-gravity in the collapsar model with 
three different magnetic field configurations.

4. Solution of the problem
We conducted twelve 3D simulations on a 256 × 128 × 64 grid, equally divided between 

self-gravitating and non-self-gravitating cases (six simulations each). The simulations used 
a modified version of the GR MHD code HARM [2], which implements a conservative shock-
-capturing scheme with the HLLE method—a Riemann solver—for flux computations. At its 
core, HARM reconstructs the primitive variables (density, velocity, internal energy, and ma-
gnetic field) from the conservative values using the Newton-Raphson method. Furthermore, the 
simulations incorporate the dynamical Kerr metric to model spacetime and track the evolution 
of the black hole’s mass and angular momentum [3].

5. Conclusions
Self-gravity plays a crucial role in collapsar dynamics by stabilizing the stellar envelope 

and influencing black hole evolution. Our results from 3D simulations are consistent with 
previous 2D studies and reveal additional details about the effects of self-gravity in extreme 
astrophysical conditions.
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Fig. 1. Pressure distribution in collapsars: slices along the black hole’s axis comparing non-self-gravitating 
(right) and self-gravitating (left) cases, with identical initial conditions.

Acknowledgements. We gratefully acknowledge the Polish high-performance computing infra-
structure PLGrid (HPC Center: ACK Cyfronet AGH) for providing the computational facilities 
and support under computational grant no. PLG/2024/017013.

References 
	1.	 A. Janiuk, N. Shahamat Dehsorkh, and D. L. Król. Self-gravitating collapsing star and black hole spin-up 

in long gamma ray bursts. Astronomy & Astrophysics, 677:A19, Sept. 2023.
	2.	 C. F. Gammie, J. C. McKinney, and G. Tóth. HARM: A Numerical Scheme for General Relativistic 

Magnetohydrodynamics. The Astrophysical Journal, 589(1):444–457, May 2003.
	3.	 A. Janiuk, P. Sukova, and I. Palit. Accretion in a Dynamical Spacetime and the Spinning Up of the 

Black Hole in the Gamma-Ray Burst Central Engine. The Astrophysical Journal, 868(1):68, Nov. 
2018.



KU KDM 2025 61

Mildly Relativistic Shocks at High Magnetization  
Using PIC Simulations

Gabriel Torralba Paz1, Masahiro Hoshino2, Takanobu Amano2, Shuichi Matsukiyo3,  
Jacek Niemiec1

1 Institute of Nuclear Physics Polish Academy of Sciences, Krakow, 31-342 Poland
2 University of Tokyo, Tokyo, 113-8654 Japan

3 Kyushu University, Fukuoka, 819-0395 Japan

gtorralba@ifj.edu.pl

Keywords: cosmic plasma, astrophysical jets, shocks, PIC simulations, particle acceleration

1. Introduction
Collisionless plasma shocks are believed to be the primary sources of particle acceleration 

responsible for the X-ray and γ-ray emissions of astrophysical objects, as well as the cosmic rays 
detected on Earth. Understanding particle acceleration at these shocks requires computational 
simulations to explore the underlying mechanisms. In particular, Particle-In-Cell (PIC) simu-
lations provide valuable insights into the small-scale processes governing collisionless shocks. 
This abstract presents recent PIC simulation results of mildly relativistic shocks in a highly 
magnetized medium, with applications to Active Galactic Nuclei and microquasar jets.

2. Description of the problem
Ultra-relativistic shocks inherently exhibit quasi-perpendicular superluminal conditions. 

Mildly relativistic shocks, however, present a broad range of obliquities, allowing for sublumi-
nal configurations that enable particle reflection off the shock. This, in turn, opens the door to 
previously unexplored yet potentially efficient acceleration mechanisms.

3. Related work
Ultra-relativistic shocks generate electromagnetic precursor waves through the synchrotron 

maser instability (SMI) and efficiently accelerate electrons via wakefield acceleration (WFA) 
[1]. In the mildly relativistic regime, however, WFA is not efficient [2]. Recently, mildly relati-
vistic shocks were studied in the low magnetization regime [3] showing efficient electron acce-
leration. Nevertheless, the regime of high magnetisation provides new and efficient mechanisms 
for both ion and electron acceleration as it is shown in this abstract.

4. Solution of the problem
We perform a 2D Particle-In-Cell (PIC) simulation to model an oblique, mildly relativistic 

shock in a highly magnetized medium. The shock has a Lorentz factor of , with upstream magne-
tization, defined as the squared ratio of the cyclotron frequency to the plasma frequency  and an 
obliquity of , defined as the angle between the upstream magnetic field and shock velocity. Using 
the fully relativistic parallelized PIC code THATMPI, the simulation runs on the Ares cluster 
at ACC Cyfronet AGH with 1440 processes across 30 nodes, each consisting of 2 Intel Xeon 
Platinum 8268 CPUs. The simulation took 121 hours and generated 6 TB of data.

The simulation reveals an unusual shock transition characterized by strong soliton waves, 
each associated to significant electrostatic potential jumps. Figure 1 (top) shows the electrosta-
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tic potential and normalized ion density across the shock, while the electron phase-space plot 
(bottom) demonstrates electron trapping within the potential peaks of the top panel, leading to 
extremely high energies. As described in [4], sufficiently strong magnetosonic waves can reflect 
and trap electrons, causing a continuous acceleration while the electrons oscillate within the 
electrostatic peak. In our highly magnetized, mildly relativistic shock, this mechanism proves 
significantly more effective than the non-relativistic case shown in [4], enabling the production 
of very high energy electrons and ions.

Fig. 1. Top: Normalized ion density and electrostatic potential profiles along the shock propagation direc-
tion at time. Bottom: z-component of the electron normalised momentum. 

5. Conclusions
By using PIC simulations to model a highly magnetised, mildly relativistic shock in an 

oblique configuration of the magnetic field, we observe significant electron and ion acceleration. 
Electrons become trapped by the electrostatic potential generated by the soliton waves at the 
shock transition and are further accelerated by the transverse electrostatic field. Over multiple 
acceleration cycles, electrons gain ultra-relativistic energies. This intense acceleration could po-
tentially explain the production of energetic particles responsible for high-energy emissions 
observed in AGN hotspots or the jets of microquasars.
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1. Introduction  
Gamma-ray bursts (GRBs) are the most energetic explosions in the universe, origina-

ting from collapsing massive stars or neutron star (NS) mergers. Despite decades of obse-
rvations, the physics of GRB jets remains poorly understood. Multi-wavelength observations 
reveal key emission processes, while General relativistic magnetohydrodynamic (GRMHD) 
simulations model jet dynamics. Combining both approaches helps uncover the underlying 
physics.

2. Description of the problem 	
A major challenge in GRB studies is reproducing observed properties, such as jet ener-

gy, structure, opening angles, Lorentz factor, & variability, through numerical modelling. 
GRB090510 [1], one of the brightest short GRB observed by the Fermi gamma-ray telescope 
exhibits an isotropic energy of 9.97×1052 ergs, a 10.04° opening angle, and a 4.9 ms minimum 
variability timescale (MTS). We use 2D & 3D GRMHD simulations to precisely simulate obse-
rved properties of GRB090510.

3. Related work 
The formation and dynamics of GRB jets have been extensively studied. References [2] 

& [3] have conducted 3D simulations to explore jet evolution. [3] also investigated how dif-
ferent initial conditions in the NS merger environment influence the resulting observational 
signatures.

4. Solution of the problem    
We have performed GRMHD simulations of accretion flow around a Kerr black hole (BH) 

using the code HARM [4,5], a finite volume, shock-capturing scheme to solve the hyperbolic 
system of partial differential equations in their conservative form. We modelled accretion disk 
mass ranging from ~10-3 - 10-1 solar mass. We tried a range of magnetic field strengths, BH 
spins, and other initial parameters. For a few models, we have also implemented an expanding 
dynamic ejecta to study the effect of pre-merger mass ejecta on jet dynamics. We found three 
models that produce energy, luminosity, jet opening angle, and MTS comparable to GRB090510 
within 1-sigma confidence. Different models also create a wide range of jet structures, different 
orders of energy ranges and opening angles.  
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Fig. 1. Left Panel: Jet structure characterised by jet energetics parameter (μ) and jet magnetisation  
parameter (σ). Right Panel: Opening angle evolution over time. Models DE1 & MD are chosen  

to represent GRB090510 properties.

5.	Conclusions 

1.	 Through GRMHD simulations, we developed numerical models that explain key jet 
properties of GRB090510, such as energy, opening angle, and variability.

2.	 By exploring a broader range of models, we provide insights into the dynamics and 
structure of short GRB jets in general. 
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1. Introduction
Acceleration of particles is one of the cornerstone problems in astrophysics. Shock waves 

in cosmic plasmas are generally considered as most appropriate candidates for the role of par-
ticle accelerators. They can be found at wide variety of astrophysical objects, up to Mpc-scale 
shocks in galaxy clusters. Because of strong nonlinearity, possibilities to study such objects with 
analytical methods are limited. Therefore numerical methods, such as kinetic Particle-In-Cell 
(PIC) simulations are widely applied for this purpose.

2. Particle-In-Cell simulations of astrophysical shocks
PIC-simulations is a first-principle method for collisionless plasma, which solves Max-

well’s equations for EM-fields on a spatial grid and follows the motion of individual particles 
with finite time steps. It requires high-performance computing with thousands of CPUs and up 
to tens of TB of RAM. To fit into the available resources, simulations are often carried out with 
reduced physical parameters, such as ion-to-electron mass ratio. The obtained results thus requ-
ire an extrapolation and proper interpretation, which is not always obvious.

3. Related work
In our resent research we modeled the electron acceleration processes at rippled low-Mach-

-number shocks in galaxy clusters [1]. The ion-to-electron mass ratio was reduced to 100, while 
realistic one is 1836. This could change the interaction level between electronic and ionic pro-
cesses, finally affecting the electron acceleration efficiency.

4. Simulation setup and results
Like in the previous study [1], in the current numerical experiment we use the advanced 

MPI-based parallel relativistic code TRISTAN [2], rewritten in FORTRAN90 and modified to 
use the HDF5 file format libraries and improved algorithm of the particle sorting [3]. All simula-
tions were performed in so called 2D-3V setup, where particles are positioned only with 2 spatial 
coordinates, but all 3 components are treated for their velocities and fields.

We performed series of the large-scale simulations with the same set of physical parameters 
as in [1], appropriate for shock waves in the galaxy clusters, but with set of different mass ratios: 
50, 100, 200, 400. Other parameters of these simulations are listed in Table 1. In each case we 
followed the time evolution of the electron energies under their energization through shock 
drift acceleration (SDA) and stochastic SDA (SSDA) processes. The obtained electron energy 
distributions are presented in Figure 1. The supra-thermal tails of these spectra are formed by the 
populations of the accelerated and reflected electrons.
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Tab. 1. List of the main simulation parameters.

Setup m-50 m-100 m-200 m-400
Mass ratio, mi/me 50 100 200 400
CPU-hours used ~ 150 k ~ 300 k ~ 500 k ~ 1000 k
Disk space used ~ 5 TB ~ 10 TB ~ 20 TB ~ 40 TB
CPUs/nodes (max.) 1680/35 3840/80 4800/100 7200/150

Fig. 1. Evolution of the electron energy spectra in runs m-50 (a), m-100 (b), m-200 (c) and m-400 (d).

5. Conclusions
SSDA process is much more efficient for electron acceleration than SDA. In simulations we 

observe the transition from SDA to SSDA mediated by the electron interaction with ion-scale 
waves, which is simpler at smaller ion-to-electron mass ratio. For higher mass ratio the diffe-
rence between electron and ion scales increases, being unfavorable for SDA-to-SSDA transition 
(Fig. 1 d). This needs to be studied in a wider range of the physical conditions.
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1. Introduction 
Accurate measurements of trace gases’ background levels are crucial for estimation of 

greenhouse gas emissions. AGH operates the KASLAB station on Kasprowy Wierch to mo-
nitor CO₂ and CH₄ molar fractions. Cities like nearby Zakopane may influence the measure-
ments. Gas transport is governed by advection and diffusion, and its investigation requires 
precise meteorological models. This project evaluates WRF model errors in complex terrain, 
its capability to simulate mountain weather at different resolutions, and key factors affecting 
the discrepancies.

2. Description of the problem
Simulating mountain weather is challenging, as terrain height can vary by hundreds of me-

ters within a single grid cell. Phenomena like foehn winds and mountain breezes require precise 
mapping of the topography, and valley geometry, while gravity waves require high resolution 
due to their wavelength [1]. Higher resolution improves topography, but do not unambiguously 
improve the wind predictions [2], and can lead to computational instability. Determining optimal 
resolution requires case-specific testing. The problem is still within current research interest of 
many groups (e.g. [3] [4]).

3. Solution of the problem
The WRF-ARW (Advanced Weather Research and Forecasting) model [5] has been 

configured in a spatial resolution of 5 km and 1 km over central Europe with an embedded 
domain over the Tatra Mountains (Fig. 1.). The simulations have been performed in parallel 
WRF configuration on 6 nodes of Ares cluster in ACC Cyfronet AGH using approximately 
4k computational hours and 130 GB of storage. Three-day simulation periods were selected 
for extreme wind events (Great Tatra Windstorm of 2013 and an extremely windy summer 
period in 2021).

The simulation results (pressure, temperature, humidity, and wind) were compared with 
meteorological measurements available for IMGW synoptic stations located within doma-
ins. The 1 km model successfully simulated effects of foehn wind, gravitational wave, and 
mountain breezes, while the 5 km model was insubstantial in simulating those effects. On 
the other hand, the comparison of RMSE (root mean square error) showed better performan-
ce of 5 km compared to the 1 km simulation.
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Fig. 1. Topography maps (scale in meters a.s.l.) of 5 km domain (left) and 1 km domain (right) with  
marked locations of synoptic stations used for data analysis, and boundary of the nested 1 km domain 

(on left map).

4.	Conclusions
Results suggests that one of the crucial elements in comparison between model results and 

observations is a proper selection of grid cell which is not necessary representing location of the 
observation point in computational grid (especially its altitude).e). The spatial resolution of 5 km 
is insufficient for Tatra region simulations and a resolution of 1 km is required for an accurate 
simulation of mountain climate phenomena. At the same time, the 1 km model performed worse 
than 5 km in the RMSE analysis, because of the limitations mentioned above. Further investiga-
tion with higher spatial resolution (eq. 200m) may improve the agreement between model and 
observations.
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1. Introduction
Detection of neoplastic cells in veterinary cytology enables quick and minimally invasive 

skin cancer diagnostics. Although the fine needle aspiration procedure is technically simple, 
abnormal cells may require further visual verification by a specialist. This paper describes im-
provements to the system presented in [1] that aims to support the detection of malignant cells 
using deep learning (DL). Moreover, the cytological data used has been significantly expanded 
with the addition of third-party sources.

2. Description of the problem
In the literature, datasets often contain many images taken from the same source or slide. 

This is due to limited data availability. To ensure that the system performs reliably in a clinical 
setting, it should be trained and tested on diverse data. Furthermore, training data must be sepa-
rated temporally and geographically from the data used for model testing. In the case of cyto-
logical images, the method of their acquisition may vary, and they may contain many artifacts. 
While a human specialist did not have difficulty interpreting such samples, the performance of 
the deep learning models dropped significantly under such conditions. This revealed that the 
used dataset introduced an undeniable bias.

3. Related Work
The use of DL models has been largely explored in gynecological cancer cytology [2], 

however research for its use in other forms of cytopathology is limited [3]. Studies have been 
performed on relatively small datasets and would require further validation before clinical use.

Fig. 1. Lack of similarity between used data, shown using ViT-L [4] output features and t-SNE.
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4. Solution of the problem
Our new experiments shifted the focus in the development of the system to emphasize 

model generalizability. While Cascade R-CNN [4] performed well on the former, more homo-
geneous data, smaller models such as YOLOv8 [5] were now employed to prevent overfitting. 
However, these changes were not sufficient to yield significant improvement due to substantial 
differences in the third-party data, as shown in Figure 1.

Figure 1 visualizes the activations of a deep learning model’s backbone (i.e., the model 
output before the final classification layers) for all the images in the used datasets. The distance 
between points is an indication of their similarity. While some of the third-party data resembles 
the previous dataset, the vast majority of it does not. The previous dataset forms clusters correspon-
ding to different skin cancer types, while there is no such clear differentiation in the third-party 
data. In its case, the variability between image sources outweighs the variability between diffe-
rent neoplasia. This suggested that the training dataset should be expanded.

Annotating new images is a labor-intensive task, as thousands of cells need to be labeled. 
This process was significantly accelerated using already developed models, which were employed 
to locate the cells on the images. Preliminary classes were assigned to the cells, leveraging the 
fact that the type of cancer on the image was known. Using this process, over 1,200 third-party 
images were annotated, containing a total of 75,000 cells.

After collecting new data, the model was trained again, giving a substantial improvement 
in performance. On the old data the mAP@IoU0.5 metric increased from 0.78 to 0.88, while 
testing on the more varied images the metric increased from 0.26 to 0.54. The improvements in 
detection of specific cancer types in third-party images are presented in Table 1.

Tab. 1.  Detection metric AP@IoU0.5 per cancer cell class, YOLOv8 trained on old and new datasets. 

T r a i n i n g 
dataset

Melanoma Plasmacytoma MCT Lymphoma Histiocytoma Histiocytic 
Sarcoma

STS

old 0.21 0.33 0.72 0.32 0.01 0.02 0.19
new 0.50 0.80 0.71 0.20 0.69 0.31 0.55

5. Conclusions
The performance of a deep learning model needs to be evaluated on an entirely separate  

dataset to test generalizability. This can reveal biases in the training data, which can only be 
solved by expanding the dataset. This process can be automated to an extent, and training a new 
model on the resultant data can bring significant improvement. 
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1. Introduction
This work presents a novel approach to simulating medical treatment outcomes by em-

bedding medical images and their corresponding descriptions into a shared vector space. By 
leveraging diffusion models for image synthesis, the method aims to generate clinically coherent 
medical images (such as CT scans or X-rays) reflecting post-treatment conditions. This research 
addresses key challenges in medical imaging and offers potential tools for predicting disease 
progression and supporting clinical decision-making.

2. Description of the problem
Accurately predicting disease progression through medical imaging remains challenging, 

especially when visualizing treatment outcomes over time. A tool that simulates various treat-
ment options and identifies the most promising one could support doctors in selecting the best 
approach for a patient. Showing patients potential outcomes without treatment may also help 
them make informed decisions about their care.

3. Related work
Similar research has been done showing that diffusion models can produce meaningful 

images of chest X-Rays [1] based on textual input. Both text and image are being encoded into 
the same vector space defined by fine-tuned MedCLIP model [2]. Fine-tuned large language 
models can be leveraged for medical image analysis, enabling the generation of accurate clinical 
descriptions [3].

4. Solution of the problem
To establish a meaningful connection between text and images, we fine-tuned the MedC-

LIP model using a curated dataset. CLIP models typically consist of text and image embed-
ding components, often based on transformer architectures. Fine-tuning the existing MedC-
LIP model for improved understanding of head and neck cancer images, along with training  
a diffusion model from scratch, requires substantial computational resources. All computa-
tions were conducted on the Athena supercomputer, equipped with NVIDIA A100 GPUs. 
By leveraging textual embeddings, a generative model can be trained to produce images that 
accurately reflect their corresponding descriptions. Through prompt engineering, it becomes 
possible to describe potential patient states and treatments, thereby generating relevant medical 
images. Large language models (LLMs) can subsequently analyze the generated images and 
provide descriptive feedback to assist clinicians in the decision-making process.
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Fig. 1. Schema of proposed solution.
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1.	Introduction
Recent AI advances have expanded its applications, notably in computational medicine, 

which relies on large, complex datasets. However, medical data is scarce and legally restricted. 
Generative AI (GenAI) addresses this by enabling deep learning (DL) models to generate syn-
thetic data, aiding dataset augmentation [4], improving AI validation, and tackling privacy and 
class imbalance issues. We introduce the Generally Nuanced Deep Learning Framework for 
Synthesis - GaNDLF-Synth. It is a low/no-code Python framework for biomedical image syn-
thesis. Integrated with GaNDLF-core [1], it offers a simple interface, multi-modal data support, 
and scalability, lowering the entry barrier for GenAI in biomedical imaging research.

2. Description of the problem
The development and usage of DL methods requires extensive technical knowledge.  

Applying it in the domain of biomedical imaging increases the complexity even further, creating 
an entry barrier for researchers, which limits the progress of the field.

3. Related work
Open-source GenAI frameworks for biomedical imaging are limited, lacking flexibility and 

reusable workflows for diverse data and models. Python library MONAI Generative [2], built on 
MONAI [3], is the most comprehensive option but still demands significant technical expertise.

4. Solution of the problem
We design and implement GaNDLF-Synth as a general-purpose Python library for both 

the computational and clinical researchers interested in exploring and evaluating various GenAI 
approaches for a given biomedical imaging task. It offers a simple CLI interface for running and 
processing data, configured via simple YAML files. We have implemented numerous popular 
neural network architectures like autoencoders, generative adversarial networks (GANs), and 
diffusion models. Furthermore, model training and inference is highly scalable to multiple GPUs 
and nodes through integration with the DeepSpeed library [5]. Due to modular design based 
on Pytorch Lightning, it allows for simple extension and customization, allowing adaptability 
for the complex landscape of GenAI. The overview of the GaNDLF-Synth logic can be seen 
in Figure 1. The development, testing, and scalability benchmarking were conducted using the 
Athena supercomputer, using up to 8 compute nodes, each containing 8 Nvidia A100 GPUs and 
2 AMD EPYC 7742 CPUs. Cyfronet storage system was used for storing and versioning data-
sets, requiring up to 1 TB of space.
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Fig. 1. GaNDLF-Synth workflow.

5.	Conclusions
We introduce GaNDLF-Synth, a novel low/no-code framework for creating GenAI models 

for biomedical imaging. With its simple interface and modularity, it comes in handy for rese-
archers not proficient in programming, as well as experienced ones aiming to customize used 
methods. Thus, it paves a way for democratizing usage of AI in medicine. The library is openly 
available under github.com/mlcommons/GaNDLF-Synth. Website of the project can be 
found under gandlf-synth.org.
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1. Introduction
Although Li-ion batteries have been commercially available since the 1990s of the 20th 

century, a large effort is being invested in the development of new, more effective, safe and envi-
ronment-friendly devices. One of key components of a metal-ion battery is the ion-conducting 
electrolyte, typically a Li salt solution in a molecular liquid. The optimized electrolyte contribu-
tes to the overall performance of the battery.   

2.  Description of the problem
In the search for better Li-conducting electrolytes several promising salts with weakly 

coordinating anions are experimentally investigated, e.g. lithium bis(trifluoromethane-
sulfonyl) imide (LiTFSI). Recently, some asymmetric perfluorinated sulfonimide anions 
were studied, including the TFSI isomer, (fluorosulfonyl)(pentafluoroethanesulfonyl)imide 
(FPFSI) [1].

Fig. 1. Structure of TFSI and FPFSI anions.

3. Related work
The more commonly used TFSI anion has been thoroughly theoretically investigated. On 

the other hand, not much computational modeling was done on the FPFSI isomer. Density func-
tional (DFT) calculations were reported for perfluorinated anions and their complexes with Li+ 
using an implicit solvent model [2]. In another work, DFT screening was performed for a set 
of salts in vacuum [3]. Neither of these works discussed the effects of Li-anion interactions on 
vibrational spectra, used to monitor ion coordination in experiments. 
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4. Solution of the problem
Quantum chemical calculations for isolated anions and their complexes with Li cations 

were performed using the MP2 method and three DFT functionals: PBE, B3LYP and M062X. 
Ab initio molecular dynamics (AIMD) simulations employing the density DFT methodology 
with the PBE functional, the empirical dispersion correction D3, Goedecker’s pseudopotentials 
and a molecularly optimized DZVP basis set were performed in the CP2K program [4] for 
LiTFSI and LiFPFSI solutions in tetraglyme. Two salt concentrations for each system were 
simulated for 50 ps with a time step of 1 fs in the NVT ensemble at T = 298 K using the Nosé-
-Hoover thermostat.

The infrared (IR) spectra were obtained from the recorded AIMD trajectories as the Fourier 
transforms (FTs) of the autocorrelation function of the dipole moment. In order to analyze the 
effect of ion aggregation on the vibrational frequencies, FTs of selected bond lengths were cal-
culated, yielding the power spectra of local vibrations.

5. Conclusions 
The FPFSI anion has more low-energy conformations and its asymmetry increases the 

number of possible Li-FPFSI complexes. For both anions, the preferred geometry of an ion pair 
in the solvent is the bidentate coordination of Li+ by two oxygen atoms. The binding effect is 
only slightly weaker for FPFSI. The PBE results are the most close to the MP2 structural data, 
which rationalizes the choice of this relatively cheap functional in the AIMD simulations.

Analysis of the AIMD trajectories revealed that the amount of Li+ coordination to the tetra-
glyme solvent increases in the LiFPFSI electrolytes. Vibrational spectra of anions and ion pairs 
and the analysis of the IR spectra obtained from AIMD have indicated that the S-F stretching 
mode (IR and Raman active) at ~ 600 cm-1 can be potentially used in experiments to monitor the 
FPFSI interactions with cations in the electrolytes [5].
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1. Introduction
Growing energy concerns in the current world are leading to intensive search for efficient   

and green alternatives to available energy sources. Thermoelectric materials (TEs) bring aid to 
this issue due to their capability to convert temperature gradient to electricity with no emissions 
whatsoever. So far, TEs have been utilized for example in space exploration to power satellites 
and rovers due to their robustness and low maintenance requirements. Such characteristics cause 
TEs to be now sought in waste-heat recovery applications.

2. Description of the problem 
Unfortunately, current thermoelectric generators have relatively low efficiency, which in 

TEs is usually described by a figure of merit zT = σS2κ-1T. Obtaining high zT is a challenging 
task as Seebeck coefficient (S), electrical conductivity (σ) and thermal conductivity (κ) are 
intertwined through electronic structure, requiring careful optimization. This endeavor can be 
aided by joint experimental and theoretical analysis to understand its mechanism and to be 
able to further improve TE performance through e.g. band engineering or introducing resonant 
levels.

3. Related work
In 2023, a study on Ni-Au alloy [1] reported that it has a record high power factor (PF = σS2) 

of  > 30 mWm-1K-2 surpassing any known bulk material and a zT of ~0.5. However the electronic 
structure and transport properties have not been studied in detail from theoretical standpoint, 
leaving room for improvement.

4. Solution of the problem
Here we present the results of ab-initio study of electronic structure and transport proper-

ties of NixAu1-x metallic binary alloy. Calculations were performed on the Ares system at ACK 
Cyfronet AGH using the KKR-CPA (Korringa-Kohn-Rostoker with coherent potential approxi-
mation) method based on Density Functional Theory as implemented in the Munich SPRKKR 
package. Energy dependent transport function was calculated within the Kubo-Greenwood for-
malism, and the Seebeck coefficient was estimated using the full Fermi integrals. 

5. Conclusions
We have found out that the primary cause determining high thermoelectric performance 

of NixAu1-x is the difference in resonant scattering around the Fermi level. This is analyzed with  
a side-by-side study of constantan alloy.
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1. Introduction 
The helium dimer serves as an exemplary system for advancing our understanding 

of few-body physics, high-resolution laser spectroscopy, and the properties of ultracold  
molecules. The electronic structure of four-electron systems, like He2, can be calculated 
with unparalleled accuracy. Highly accurate ab initio results not only allow for a direct 
comparison with experimental data but also guide upcoming experiments and pave the way 
towards the verification of the Standard Model.

2. Description of the problem
This study aims to achieve benchmark-quality potential energy curves (PECs) with the 

highest possible accuracy for the few lowest excited states of He2. We systematically explore 
these states using various methods and basis sets to provide reliable estimate of accuracy of our 
computations. After incorporating relativistic and adiabatic corrections, we achieve an exceptio-
nal level of accuracy, which is essential for guiding ongoing experiments.

3. Related work
While previous in silico studies have attained a reasonable level of accuracy, they remain 

insufficient for reliably guiding and interpreting state-of-the-art experiments. Last high-accura-
cy calculation [1] deviates from the experimental results by approximately 1.5%, which is still 
inadequate for making direct comparisons and providing meaningful insights for cutting-edge 
spectroscopic research.

4. Solution of the problem
We utilize an extensive range of molecular electronic structure theory methods, inclu-

ding coupled cluster (CCSD(T), CCSDT, EOM-CCSD, EOM-CC3), and configuration in-
teraction (FCI) methods. We develop basis sets for the He(1S) + He(3S) states with cardinal 
numbers up to 10Z and energies are extrapolated to the complete basis set limit. Potential 
energy curves are calculated for distances up to 50 a0. The states from the first four asympto-
tes are computed using the FCI method with basis sets up to 7Z and the various CC methods 
with basis sets up to 8Z. We also provide a single point calculation for the  and  states in the 
8Z basis set using the FCI and in the 10Z basis set using EOM-CC3 to demonstrate conver-
gence at the global minimum. Our theoretical accuracy reaches 1.0 cm-1 (0.006%-0.02%) 
over the minimum. 
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Fig. 1. Energy convergence for He2(         ) and He2(         ).

The computational workflow involves multiple quantum chemistry programs and algorithms, 
each selected for its specific strengths. Initially, we employed MOLPRO [3] due to its highly 
efficient and parallelized implementation of the CCSD(T) method. Next, we utilized MRCC [4], 
which provides a robust implementation of CCSDT. Subsequently, DALTON [5] was chosen for 
efficient handling of high angular momentum basis functions, and well-implemented EOM-CC3 
method for excited-state computations. In parallel, we carried out FCI calculations using HEC-
TOR [6]. In this project, we utilized three high-performance computing clusters, accumulating  
a total of approximately 8 million CPU hours.

5. Conclusions
The results of our calculations provide highly accurate data, enabling the calculation of 

Franck-Condon factors for higher Rydberg states of the helium dimer or the helium molecular 
ion [2]. We report that our study has achieved the highest accuracy worldwide for the He2 in 
excited electronic states. 
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1. Introduction 
Differential Molecular Electrostatic Potential (ΔMEP) [1-3] is a novel tool for chemical 

bonding analysis. In previous studies [1], we demonstrated that a description based on MEP de-
formation (ΔMEP) is consistent with ETS-NOCV [4] analysis: key features of chemical bonding 
revealed in ETS-NOCV are reflected in ΔMEP. However, the methods are not entirely equiva-
lent, as ΔMEP more explicitly illustrates the polarization of molecular fragments.

Fig. 1. The examination of ΔMEP and Δρ(r) along the reaction path for the Diels-Alder reaction of 1,3-bu-
tadiene and ethylene. The analysis is presented for characteristic points along the path: Fmin (minimum 

reaction force), TS (transition state), Fmax (maximum reaction force), and P (products). The contour value 
for ΔMEP is 0.01 a.u., and for Δρ(r), it is 0.005 a.u.

2. Description of the problem
We demonstrate several applications of ΔMEP, including the analysis of covalent bonds, 

weak non-covalent interactions, tuning halogen bond strength, and tracking changes in chemi-
cal bonding along reaction pathways. These applications cover both model reactions and the  
decomposition of the carbazolium cation by OH⁻ [5], a process relevant to fuel cells and anion-
-exchange membranes. The combination of ΔMEP with ETS-NOCV offers a more comprehen-
sive and intuitive representation of chemical interactions.
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3. Related work 
Previous studies [1-3] have confirmed that ΔMEP effectively characterizes both covalent 

and non-covalent interactions. ETS-NOCV has been applied in such analyses, but ΔMEP 
complements it by emphasizing molecular polarization effects and charge redistribution.

4. Solution of the problem 
ΔMEP is computed as the difference between the molecular electrostatic potential V(r) of 

the full system and the sum of V0(r) for isolated fragments in their geometries from the full system:

ΔMEP = V(r)– ΣV0(r)

This approach isolates the effects of bond formation and polarization. To implement this 
methodology, we use the Amsterdam Density Functional (ADF) software within the AMS pack-
age (AMS 2023.104). Calculations are performed using the GGA and hybrid functionals with 
appropriate basis sets to ensure accurate electrostatic potential evaluation. 

The computational workflow includes:

•	 Optimization of the molecule using DFT calculations.
•	 Electrostatic potential calculations (Single Point) for both the molecule and its iso-

lated fragments.
•	 Subtraction of fragment potentials from the total molecular potential.

All computations are carried out using high-performance computing (HPC) resources pro-
vided by PLGrid infrastructure. 

5. Conclusions
ΔMEP serves as a powerful and intuitive tool for analyzing chemical bonding dynamics. 

By  offering a detailed view of charge redistribution, it provides a valuable complement to  
ETS-NOCV, facilitating a deeper understanding of chemical interactions and chemical reactions 
in complex systems.

Acknowledgements. The research was funded by the National Science Centre, Poland, Grant 
UMO-2022/04/Y/ST4/00154 (M-ERA.NET 3 Call 2022). We gratefully acknowledge Polish 
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1.	Introduction
Dual fluorescence (DF) produced by a single excitation and room-temperature phosphore-

scence (RTP) phenomena have been gaining increasing attention due to broad applications in 
optoelectronics and bioimaging [1,2]. In this context, systems based on purely organic molecu-
les emerge as particularly attractive because of such favorable properties as good processability, 
low cost, and high biocompatibility, with coumarin derivatives as especially promising due to 
their photostability, high quantum yield, and ability to tune their properties through structural 
modifications. 

2.	Description of the problem
Recently, a coumarin derivative with an electron-withdrawing ester and electron-donating 

hydroxyl groups at positions 3 and 7, respectively (Fig. 1), have been synthesized and its photo-
physical properties have been experi-
mentally studied, showing occurrence 
of dual fluorescence in methanol (with 
maxima at ca. 405 (3.06) and 445 
(2.79) nm (eV)) [3]. The goal of the 
presented work is to develop a reliable 
theoretical model to explain observed 
emission properties and comment on 
RTP capabilities of the system.

3. Related work

DF occurrence is usually explained based on the co-existence of multiple emissive states in 
different electronic and/or molecular structures, breaching the Kasha’s rule as well as aggregation 
effects, while for appearance of RTP promotion of intersystem crossing (ISC) and reduction 
of non-radiative relaxation processes are crucial [4,5]. In understanding of both phenomena 
theoretical studies via quantum-chemical calculations appear indispensable.

4.	Solution of the problem  

The calculations included geometry optimizations of the examined coumarin in the ground 
S0 and excited S1 and T1 states employing density functional theory (DFT) and its time-depen-
dent variant (TD-DFT) with solvent (methanol) effects modelled via a polarizable continuum 

Fig. 1. Examined coumarin derivative.
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model. Additionally, a wavefunction-based correlation method at the coupled cluster (CC) level 
was used to assess emission energies. To comment on a possibility of ISC and occurrence of 
RTP, spin-orbit coupling (SOC) interactions between S1 and low-energy triplet excited states 
were calculated. Conformational analysis in S0 was performed with the conformer-rotamer sam-
pling tool CREST; (TD-)DFT and CCSD calculations were carried out using the Gaussian 16 
and Orca 6 programs. The example results are presented in Fig. 2.

Fig. 2. Top: Optimized (DFT-B3LYP/6-311++G(d,p)) low-energy structures of the examined coumarin in 
S0. Bottom: The corresponding fluorescence energy values obtained at the TD-DFT-X/6-311++G(d,p) level 
with X representing different density functionals and via STEOM-DLPNO-CCSD/def2-TZVP calculations 

at TD-DFT-B3LYP-optimized S1 structures. Dashed lines indicate experimental values representing the 
two maxima in dual fluorescence spectrum in methanol obtained for the examined coumarin.

5. Conclusions 

The fluorescence emission energies computed for different conformers change rather  
negligibly with changes in ester substituent arrangement and seem to correspond well to higher-
-energy signal in the experimental fluorescence spectrum, especially for CCSD which provides 
quantitative agreement with the measured value (as can be seen in Fig. 2, TD-DFT tends to 
overestimate it). DF effect cannot be thus explained based on co-existence of various rotameric 
structures; on-going studies consider aggregation and explicit solvent effects to explain this 
phenomenon. Interestingly, while ester substituent arrangement, particularly a position of the 
carbonyl group relative to the coumarin ring, does not affect much fluorescence energy, the 
obtained SOC values indicate its strong impact on ISC efficiency. 

Acknowledgements. We gratefully acknowledge Polish high-performance computing infra-
structure PLGrid (HPC Center: ACK Cyfronet AGH) for providing computer facilities and sup-
port within computational grant no. PLG/2024/017662.
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1.	Introduction
Combining circularly polarized luminescence (CPL) and multiple resonance thermally acti-

vated delayed fluorescence (MR-TADF) has been attracting an increasing interest in the development 
of molecular systems for organic light-emitting diode (OLED) applications. Currently, integra-
tion of helical chirality with MR-TADF core is seen as a promising design approach [1]. In this 
context, supplementing experimental data with quantum-chemical (QM) calculations may pave 
the way for better understanding of the experimentally observed photophysical and chiroptical 
features of such systems.

2.	Description of the problem
The main goal of the presented study is to provide a theoretical description and rationaliza-

tion of the experimentally observed photophysical and chiroptical features of CP-MR-TADF 
double hetero[5]helicene (Fig. 1), reported by Yang et al. [2], who used its enantiomers in the 
construction of the OLED devices with beneficial electroluminescence (EL) and CPEL characteris-
tics. Additionally, to comment on helical chirality effects in the examined system, the obtained 
results are compared with those for its corresponding non-helicenic MR-TADF analogue.

Fig. 1. Left: Chemical structure of the studied system. Right: Isosurfaces of its frontier molecular orbitals 
computed with PBE0/def2-SVP/CPCM(toluene).

3.	Related work
Accurate theoretical modelling of the excited states of the MR-TADF/helically chiral CP-

-MR-TADF systems rises some notable challenges, concerned with, e.g., determination of re-
liable values of energy gap(s) between singlet and triplet excited states, ΔEST. As literature data 
indicate, for the correct theoretical description it may be necessary to utilize wavefunction-based 
methods such as SCS–CC2, SCS–ADC(2) and STEOM-DLPNO-CCSD [3,4,5], which induce 
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high computational cost. Recently, Shizu et al. proposed a cost-effective computational protocol 
and successfully used it to study the photophysics of the non-chiral MR-TADF molecule based 
on the analogous core as in the examined here helicene [6].

4.	Solution of the problem
In this contribution, the computational protocol adapted from Shizu et al. [6] and based on 

(time-dependent) density functional theory ((TD)DFT) calculations was used, employing the 
ORCA 6, Gaussian 16, and Amsterdam Density Functional (ADF) programs.

Computations were performed for the double hetero[5]helicene in the P stereochemistry 
and its non-helicenic analogue, and involved geometry optimizations in the ground state and 
S1 and T1 excited states, simulations of the UV-Vis and ECD spectra, and evaluation of the 
spin-orbit coupling matrix elements (SOCMEs), vertical emission energies, and luminescence 
dissymmetry factors.

5. Conclusions
To understand experimentally observed photophysical and chiroptical features of the 

CP-MR-TADF double hetero[5]helicene, QM calculations have been carried out using the 
protocol adapted from the studies on the photophysical properties of the non-chiral analogue. 
The computational results obtained and their comparative analysis with those derived for the 
non-helicenic system allowed to establish the structure-properties relationships in the studied 
compounds.
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1.	Introduction 
Resonantly doped SnTe and PbTe are well known for their exceptional thermoelectric perfor-

mance, thus they have been extensively researched for decades. However, some of their proper-
ties are still not well understood. Upon doping Sn1-xInxTe and Pb1-xTlxTe, these compounds be-
come superconductors with critical temperatures of few Kelvins, despite having very low carrier 
concentration. With so few carriers to form Cooper pairs, unconventional superconductivity of 
non electron-phonon origin is often proposed.

2.	Description of the problem
One way of studying superconductivity with ab initio calculations in disordered systems is 

rigid muffin tin approximation which decouples electron-phonon interaction into two separate 
terms. The electronic one can be calculated using KKR-CPA method but lattice dynamics is 
much harder to obtain as it requires large supercells. Those problems can be overcome thanks 
to high-performance computing infrastructure. Moreover, electron-phonon interaction can be 
calculated more precisely from density functional perturbation theory.

3.	Related work
Highest critical temperature of Pb1-xTlxTe occurs at solubility limit of 1.4% Tl [1] and va-

lence skipping behaviour is a proposed pairing mechanism [2]. Sn1-xInxTe can be doped up to 
40% and undergoes multiple phase transitions depending on concentration and temperatures. 
However, electron-phonon coupling constant estimated from experimental data is sufficiently 
large to explain superconductivity [3] which asks for more theoretical calculations to follow.

4.	Solution of the problem 
Electronic structure, phonons and electron-phonon interaction was calculated using Quantum 

Espresso package [4]. Parallelization on Prometheus and Ares supercomputers were done by 
submitting jobs for few irreducible representations of each dynamical matrix per run. Every job 
was run on a single node with 12 or 24 cores. The most demanding calculations required 270 
GB memory that could not be split between nodes thus bigmem partition was essential. Overall, 
calculations consumed over million hours of CPU time and output files filled over 2 TB disk 
space. Other calculations in VASP [5], Phonopy [6] and KKR-CPA code [7] were performed 
outside of the PLGrid infrastructure.

5.	Conclusions
Structure relaxation lowers average phonon frequencies and enhances electron-phonon inter-

action around dopant atoms and neighbouring Te. Obtained electron-phonon coupling constant 
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λ≈0.22 in Sn31In1Te32 does not rule out phonon mediated pairing. Accounting for rombohedral 
distortion resulted in slightly higher value of λ.

Acknowledgements. This work has been supported by the ’Excellence Initiative – Research 
University’ program at AGH University of Krakow. We gratefully acknowledge Polish high-
performance computing infrastructure PLGrid (HPC Center: ACK Cyfronet AGH) for pro-
viding computer facilities and support within computational grant no. PLG/2024/017305 and 
PLG/2024/017661. 

References
	1.	 Y. Matsushita, P. A. Wianecki, A. T. Sommer, T. H. Geballe, and I. R. Fisher: Type II superconducting 

parameters of Tl-doped PbTe determined from heat capacity and electronic transport measurements, 
Physical Review B 74, 134512 (2006). 

	2.	 A. Erickson: Pairing mechanism in superconductors with valence-skipping dopants, PhD thesis, Stan-
ford university USA (2009).

	3.	 Shantanu Misra, Bartlomiej Wiendlocha, Janusz Tobola, Petr Levinsky, Jiri Hejtmanek, Sylvie Migot, 
Jaafar Ghaanbaja, Anne Dausher, Bertrand Lenoir, and Christophe Candolfi: Influence of In-induced 
resonant level on the normal-state and superconducting properties of Sn1.03Te, Physical Review B 106, 
075205 (2022).

	4.	 Giannozzi, P., et al. Quantum ESPRESSO toward the exascale. J. Chem. Phys. 152, 154105 (2020).
	5.	 G. Kresse and J. Furthmüller. Efficient iterative schemes for ab initio total-energy calculations using  

a plane-wave basis set. Phys. Rev. B 54, 11169 (1996).
	6.	 Togo, A. and Chaput, L. First-principles Phonon Calculations with Phonopy and Phono3py. J. Phys. 

Soc. Jpn., 92, 012001-1-21 (2023).
	7.	 A. Bansil, S. Kaprzyk, P. E. Mijnarends, and J. Tobola. Electronic structure and magnetism of  

Fe3-xVxX (X = Si, Ga, and Al) alloys by the KKR-CPA method. Phys. Rev. B 60, 13396 (1999).



KU KDM 2025 89

Experimental and Theoretical Studies of the Structure of Selected 
Styrene-Divinylbenzene Ion Exchange Resins

Katarzyna Chruszcz-Lipska

AGH University of Krakow, al. Mickiewicza 30, 30-059 Kraków, Poland

lipska@agh.edu.pl

Keywords: anion exchange resin, quaternary ammonium functional group, infrared spectroscopy, 
DFT calculations 

1.	Introduction
Ion exchange resins have multifunctional applications. They are used in various industrial 

processes in the pharmaceutical, food, mining and hydrometallurgical industries. The use of ion 
exchange resins in water/wastewater treatment has also gained considerable attention over the 
past few decades [1]. The majority of commercially available ion-exchange resins are based 
on cross-linked polystyrene-divinylbenzene copolymers with ion-exchanging functional groups 
(Fig. 1).

Fig. 1. The chemical structure of the styrene–divinylbenzene anion exchange resin with an ammonium 
functional group (Cl- form).

2.	Description of the problem
Spectroscopic techniques such as IR spectroscopy are very well suited to study the 

structure of the resin and then understand what changes occur in its structure during 
interaction with various chemicals. However, the interpretation of the infrared spectra of 
styrene-divinylbenzene resins is difficult because they are very band-rich. Quantum chemical 
calculations leading to theoretical infrared spectra are extremely helpful in the detailed 
description of experimental data.
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3.	Related work 
Literature data show that IR spectroscopy is used to characterize styrene-divinylbenzene 

resins. However, a detailed description of the infrared spectra (supported by DFT calculations) 
for this type of resins is still a knowledge gap.

4. Solution of the problem 
All calculations were performed using the Gaussian 16 software packages and were 

performed at the DFT level, with the B3LYP functional and the 6-31g** basis set. 

The solution of the research problem were proceeded in the following order: 
- 	 experimental IR spectra of the styrene–divinylbenzene anion exchange resins with an 

ammonium functional group (Amberlite®IRA402 and Amberlite®IRA900) were mea-
sured,

- 	 an appropriate model reflecting the structure of the tested resins (Fig. 1) were selected,
- 	 the structure geometries were fully optimized without any restriction,
- 	 the infrared frequencies were calculated,
-	  theoretical IR spectra of the model structures of exchange resin were obtained by repre-

senting each IR band as a Lorentzian curve,
- 	 the assignment of individual IR experimental bands to the corresponding modes was 

based on a direct comparison of the experimental and calculated spectra (taking into 
account the frequency sequence and intensity pattern).

5. Conclusions
For the first time, quantum chemical calculations (DFT/B3LYP/6-31g**) allowed for  

a detailed assignment of IR bands in the spectra of styrene-divinylbenzene resins with a tri-
methylammonium functional group Amberlite®IRA402 (Cl− form) and Amberlite®IRA900 
(Cl− form) [2].
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1. Introduction
The reaction-diffusion parameters of neurotransmitter (NT) flow inside the presynaptic 

bouton of the synapse have been estimated by using partial differential equation (PDE) and 
cellular automaton (CA). PDE models are more accurate but also more computationally 
complex. In the present version of the computer program, the performance was improved as 
well as data quality although the detected spatio-temporal distributions obtained with PDE and 
CA are still slightly different.

2.  Description of the problem 
Simulation experiments help estimate parameters of transmission of nerve impulses in 

the presynaptic bouton. Neurotransmitter molecules diffuse freely or as a content of synaptic 
vesicles. The process may be modeled by using partial differential equations (PDE) [1] or 
cellular automata (CA) [2]. The use of CA seems to give less accurate results, but still acceptable 
precision, with a less complex algorithm. The results presented below show how unknown 
biological quantities may be estimated by using both PDE and CA.

3. Related work 
Mixed continuous and discrete calculations used a 3D bouton model [3], then supply 

zone, a release site [4], asymmetric design and NT vesicle pools. Next, the quality of the three-
dimensional bouton mesh was improved because it may be critical for the speed and accuracy 
of calculations [5,6].

4. Solution of the problem 
The bouton was implemented as a tetrahedral mesh like before [7] but the quality of the 

mesh was improved; the new one was better and smaller and this speeded up the calculations. 
Each of the elements (tetrahedrons) was connected maximum 4 other elements. The equation 
used to model the reaction-diffusion (Equation 1) was a partial differential equation:

∂tq = D∇2q + R(q) = f(q, a, a, b, ρ0)	 (1)

where q was the vector of unknowns, D was the diagonal matrix of diffusion coefficients, 
and R contains all local reactions. The parameters of the simulation were: a – the diffusion co-
efficient, a – the permeability coefficient of the secretion zone, b – the synthesis coefficient, and 
ρ0 was the threshold density value triggering NT supply. The values of a, a, b, ρ0 for which the 
obtained results were similar to the real ones were 6µm2/s, 80µm3/s, 50/s, and 370/µm3, respecti-
vely. The CA approach required including additional parameters: distances between neighboring 
mesh elements and areas of connecting faces. The simulated time was 0.1s and the frequency of 
stimulation was 200Hz. The computer used for calculations was Ares supercomputer installed in 
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Academic Computer Center Cyfronet AGH. The amount of time was about 1.5h (for PDE) and 
0.75h (for CA and memory use around 4GB compared with 6h and 6GB in [7].

Two example output graphs are presented below (Figure 1). The process of synaptic de-
pression is captured. Unlike the previous results [7], here the restoration of NT amount between 
impulses is clearly visible for both methods (PDE and CA). 

Fig. 1. The change in the amount of NT vesicles in the presynaptic bouton in time. Left, PDE, Right, CA.

5. Conclusions 
The research showed that the cellular automaton methodology is capable of estimating  

parameters of neurotransmitter vesicles transport, synthesis and release in the presynaptic bou-
ton of the neuron. Applying both partial differential equations and cellular automaton reached 
similar results, including the clear visibility of the neurotransmitter supply. 

Acknowledgements. The numerical experiment was possible through computing allocation on 
the Ares system at ACC Cyfronet AGH under the grant plgneuron2024.
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1. Introduction
Oncological diseases are the leading cause of deaths. According to the World Health Orga-

nization (WHO), the most common organs attacked by cancer are the lungs, large intestine with 
rectum, liver, stomach and breasts. [1] Numerous scientific studies have shown that ligands of 
serotonin receptors can be widely used in their treatment. The 5-HT5AR is the least known of the 
serotonin receptors. However, there are reports that selective antagonists of this receptor may be 
anticancer drugs in the future [2].

2. Description of the problem 
There are reports of antitumor activity of 5-HT5AR antagonist, but there are no compounds 

with the desired pharmacological properties. Therefore it is important to design new group of 
this receptor ligands that could be a candidate for usage as a monotherapy or in combination the-
rapy in the treatment of cancer, for example in combination with compounds targeting adenosine 
receptors. Molecular modeling can be used in their design. 

3. Related work 
Selective 5-HT5A receptor antagonists could be future anti-cancer agents [3]. It has been 

proven that they reduce the frequency of tumorsphere initiating cells residing in breast tumor 
cell lines [4]. The studies also identified 5-HT5A receptor as a promising therapeutic target for 
prostate cancer via its interaction with AR signaling [5]. 

4. Solution of the problem 

In light of the presented reports, it was decided to design compounds with potential  
activity directed at 5-HT5A and adenosine receptors using molecular modeling. Two groups of 
3,4-dihydroquinazoline-2-amine derivatives were selected and obtained. The results of com-
puter simulations have been confirmed in biological studies. The crystal structure of the receptor 
(PDB ID:7UM4, from PDB RSCB) was used. Molecular docking was performed in Schöding-
er’s Maestro program in the Induced Fit Docking protocol. The grid box was centered on the 
D3.32 using “Glide”. The structures were prepared using “LigPrep”. The membrane (POPC) and  
dynamics simulation system were created using QwikMD in VMD 1.9.3. The simulation was 
performed in NAMD using CHARMM. The results of trajectory analysis obtained using Chi-
mera MD.
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5. Conclusions  
The molecular modeling researches showed that compounds arranged themselves co-

herently in the protein and molecular dynamics simulation showed that designed ligand- 
protein complex is stable with permanent interactions with D3.32. The obtained compounds  
appeared to be a moderate ligands of 5-HT5AR, biological results showed medium affinity for 
the receptor (Ki within 555-203 nM), which initiated a new, unique chemotype of long-chain  
5-HT5AR ligands. 

Acknowledgements. The research has been supported by the project „Nowe ligandy recep-
tora 5-HT5A zdolne do hamowania sygnalizacji szlaku PI3K/Akt/mTOR jako dualne podeście  
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by NCBR. The numerical experiment was possible through computing allocation on the Ares 
system at ACC Cyfronet AGH under the grants plgzzb5.
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