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roblem overview

* Data Scarcity: medical imaging data is limited compared to other data types

* Privacy Concerns: sharing patient medical images raises significant privacy
Issues

* Data Imbalance: rare diseases have very few positive cases, creating data
imbalances

* Inter-Site Variability: medical images vary across different acquisition sites

* Lack of General-Purpose Tools: existing tools are often specialized and not
easily adaptable

 Computational Expertise Required: training GenAl models demands
significant technical knowledge

* Translation Difficulties: generating one modality of medical image from
another is complex
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GenAl and problems in medical imaging

Aspect Description

GenAl can address gross data imbalance, especially for rare diseases, by
Data generating more positive cases. It can also handle class imbalance across
Imbalance sites in multi-institutional studies

Sheller et al. (2020); Pati et al. (2022).

: GenAl models can learn data distribution in an unsupervised manner and
Unsupervised
. be transferred as feature extractors for other tasks. such as

Learning

classification Lin et al. (2017); Shrivastava et al. (2017).

Data Quality

GenAl models can enhance data quality by performing tasks like denoising,

Enhancement | reconstruction, or super-resolution Frangi et al. (2018).
Modality With proper training, GenAl mc-delsf can gene'rate different imaging modalities
Generation from base examples, such as generating PET images from

MR Dayarathna et al. (2023), thus, serving as an approximation tool.

GenAl can enable the use of synthesized data instead of real patient data,
Privacy which can increase privacy by reducing the risk of models leaking training

information Song et al. (2019); Pati et al. (2024).
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Proposed solution N~

 GaNDLF-Synth: low-code CLI application
* Simple setup: based on simple YAML file configuration files

* End-to-end solution: data preprocessing, augmentation, data splits,
training and inference

 Scalability - Pytorch Lightning support: multi-GPU, multinode,
DeepSpeed support for running large models

e Support for multiple neural network architectures: autoencoders,
GANSs, diffusion models

* Extensibility: modular design, simple to implement custom solutions
* Validation and robustness: CI/CD, testing
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Configuration file example

name : adam
tensor shape:
- D
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GaNDLF-Synth core principles

GaNDLF-Synth Various Interfaces for
Users
Provides abstractions
Autoencoder f:'Igonth!msis Textfiles bas_ed
Command-line
Support for [R— interface
Autoencoders, GAN,
and Diffusion models
Pythonic
Distributed Training to class-based
enable maximal interface
resource usage. ‘
Compute Code GenAl Applications User experience
(PyTorch) (MONAI-Gen) (GaNDLF)
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Application architecture

Train Forward Training
Loader Pass epnch end
Preprocessing,
augmentation
Config Training Command Compute Uahdatlon Valid atlun Trained
(YAML) details Llne API Manager Loader Metrics Model
Labeling,
losses
i Test Testing
Load Metrics
Architecture acer
customization . )
Training Pipeline
[ CSV List Full
Dataset Conditional or
- Save generated
unconditional i
. > generation Images
Infoin
InputFiles Files Inference Pipeline
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Supported architectures - autoencoders

Input Reconstruction
Latent &
- =p Encoder |m)p representation [===3 Decoder.<:7 =p -

Encoder transforms Latent representation or Decoder reconstructs
the full input into a space is a low-dimension the full resolution ouput
low-dimension representation of the image from the latent
full resolution input representation
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Real
image
Random noise -
Generator
vector network L
Generated
I — image
——
Generator network Generated images

takes a random noise
sampling and tries
to transform it into
a realistic looking
image

are passed to the
discriminator with
the real images
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Supported architectures - GANs ™~

Discriminator
network

Discriminator tries
to classify the
generated images as
real or not
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Supported architectures — diffusion models A ' =
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Real image
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Iteratively predicting
noise and subtracting
it from the image, we
can reconstruct the
original image

Diffusion models

Forward Diffusion Process
(incremental noise addition)

Denoising model

<

Decoder

Encoder

N7

Reverse Diffusion Process
(predicting amount of added noise)

I &

RESEARCH

I

oINS
V- ///ILNS S\

s CYFRONET

/N

Noisy input

Model tries to predict

the amount of noise

injected in a random
noisy sample

agh.edu.pl



nnnnnnnn
UNIVERSITY

Conclusions and future work

* Integration of new model architectures
* Federated learning support

* Maintenance and refactoring
 github.com/mlcommons/GaNDLF-Synth
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Thank you!
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