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Problem Statement

How much information is in a graph?
Is it suitable for Machine Learning?
Will it work with particular Graph
Embeddings?
Will it work with Graph Neural
Networks.

Node-ball isomorphism
Is it different than graph entropy?

2/11



Structural Information

What is a node-ball?
Two nodes are not
distingusishable

if all node-balls of the
same radii are isomorphic.
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Node-Balls
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Node-Ball Isomorphism

Processing.
Multiple graph isomorphisms must be calculated.
The isomorphims must be anchored.
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How much information is there?

Equivalence classes.
All indistingusishable nodes belong to the same equivalence
class.

If there are K classes, the Hellerman’s factor is:

Hnode = −n
K∑

k=1

nk
n
log2(

nk
n
)

n – number of nodes, nk – numner of elements in the k-th
class.
Same as graph entropy.
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Scale Problem, Find All Isomorphisms

How many isomporphisms there are?
479 001 600
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Technological Evolution

PyKeen
https://github.com/pykeen/pykeen

networkx https://networkx.org/

igraph https://igraph.org/

graph-tool
https://graph-tool.skewed.de/

C++/MPI, Cyfronet Ares
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Algorithms

Non-strict
Half-strict, polynomial
Strict, exponential.
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Results, reverse square root of H
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Summary

Tests on actual data sets confirm suitability.
Multiple versions of the algorithm have been tested, including
approximations.
We didn’t get old in the process, 46 879 CPU hrs.

Yet to do:
investigation of partial information content for r < rmax ,
edge related information content: edge-balls.
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