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What are the problems?

« Many medical LLMs but no framework to use them in real life
« Data may not be personalised for each domain of medicine

* Privacy concers with corporate LLMs

« Lot of historical health data lying without use
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Contrastive Language-Image Pretraining
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(2) Create dataset classifier from label text

plane —

car 1

A photo of

o

a {object}.

bird —

(3) Use for zero-shot prediction
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Paligemma2 Architecture
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CT model architecture
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Diffusion models

,.-.Basal ganglia and
posterior fossa structures

are normal. No —— | MedCLIP

established major vessel
vascular territory

infarct...” l Diffusion model

Vembedded

vVyY

Tl_)TZ_)..._)TN




Chest-Diffusion

Input Report Generated CXRs Input Report Generated CXRs
(a) Health (¢) Pleural effusion

No new focal consolidation, Pleural effusion on the left

pleural effusion, or lung.
pneumothorax.
(b) Pulmonary edema
S | d Pleural effusion on the
evere pulmonary edema. el s,

[ Bilateral pleural effusion. ]
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Peng Huang, Xue Gao, Lihong Huang, Jing Jiao, Xiaokang Li, Yuanyuan Wang, & Yi Guo. (2024).
Chest-Diffusion: A Light-Weight Text-to-Image Model for Report-to-CXR Generation.
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Thanks for listening
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