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Inference in HPC environment
expert way



Inference - how to start: HPC way

STEP 1. environment preparation

● apply for HPC resources allocation

● learn how to use batch system

● install inference environment:
○ run interactive job

○ load modules environment

○ create venv

○ install vllm/sglang and dependencies

○ download desired model from huggingface or other repository /use 

your own



Inference - how to start: HPC way cont.

STEP 2. execution

● determine resources required for chosen model size
○ number of gpus
○ number of nodes

● prepare job script
○ vllm/sglang:

■ (optional) vllm: boot ray cluster for multi node setup / use torchrun for sglang
■ find optimal set of command line parameters and tuning settings
■ establish optimal context size for your workload

● test
○ verify performance (latency / throughput)

● submit inference job
● setup tunneling for external api access



Inference - how to start: HPC way cont.

STEP 3. additional steps & scaling

● use multiple jobs / servers to achieve desired throughput

● deploy load balancer for load distribution

● employ mechanisms for health checking and excluding 

malfunctioning instances (loops, crashes) 



PROS:

● Flexibility of model choice: private and non-standard models, 

experimentation possibilities

● Private servers on dedicated resources

● Allow for non standard feature usage: structured output

CONS

● Cluster environment experience required for setup and operation

● External access requires tunneling

● More throughput requires load balancing and more sophisticated setup

Expert way
Pros and Cons



Expert way
…



Inference in HPC environment
simple way



PLGrid Forge - family of AI services

Goals

● data privacy oriented service

● provide access to popular LLM models for academic users

● service accessible for less technical and experienced users

● easy integration with desktop applications, notebooks and 

external services through  API access

● platform for LLM experimentation by supporting vLM and 

speech-to-text service

● high availability, fault tolerance



PLGrid Forge - family of AI services

PLGrid Forge: the LLM component

● OpenAI API compatibility

● Data privacy

● Custom model support

● Per user/group: model access restrictions

● Accounting within PLGRID system based on credits

● Public API endpoint

● High availability mechanisms





PLGrid Forge - how to apply 

● Obtain PLGrid account and confirm your affiliation

● Request grant for Large Language Models resource

● Navigate to llmlab.plgrid.pl

● Select desired grant and generate API token

● DONE: Access to the inference service is now ready



LLM Forge API use cases and integrations



Usage examples: bash + curl



Usage examples: python



Integration with self-hosted chat 
applications - AnythingLLM example



http://drive.google.com/file/d/1FLciQGMsIOOsC8JH8LFDzHonPGQRAatq/view
http://drive.google.com/file/d/1FLciQGMsIOOsC8JH8LFDzHonPGQRAatq/view


Integration with n8n automation software



PLGrid Forge - supported model types:

● LLM models

○ Bielik 11B

○ LLAMA 70B

○ incoming: PLuMM, DeepSeek V3

● VLM for image processing (upcoming)

○ Pixtral 12B

● speech to text model support 

● embedding models



PLGrid Forge roadmap:

LLMLab:

● support for private, user provided models

● batch request processing

● on-demand model access for less popular models

● access for non-academic

○ detailed accounting

○ user defined usage quotas



Thank you for your attention!


