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Reminder

https://clouddocs.web.cern.ch/gpu/index.html

GPU Availability

Bare metal, VMs, Batch, Kubernetes Clusters

High Level Services: lxplus-gpu, GitLab runners, SWAN, ml.cern.ch

Requesting dedicated GPUs

Dedicated functional element: GPU Platform Consultancy

#GPU channel on IT-dep mattermost
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https://clouddocs.web.cern.ch/gpu/index.html
https://cern.service-now.com/service-portal?id=functional_element&name=gpu-platform
https://mattermost.web.cern.ch/it-dep/channels/gpu


What’s New

Long time since the last update

Since then

Nvidia A100 GPUs available, with partitioning capabilities (MIG)

Nvidia H100 GPUs, expected online August 2024

Updates to the GitLab CI runners

CERN IT ML Infrastructure Workshops, also covering GPU requirements

Benchmarks for GPU sharing capabilities 
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Assignment to the different services depending on needs

Resources
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Card Type Number of Cards Notes

T4 76

V100 & V100S 40

A100 72

H100 52 Available August 2024



Resources

Dedicated resources via request to the GPU Platform Consultancy FE
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https://cern.service-now.com/service-portal?id=functional_element&name=gpu-platform


Resources

Dedicated resources via request to the GPU Platform Consultancy FE
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https://cern.service-now.com/service-portal?id=functional_element&name=gpu-platform


Multi-Instance GPUs

https://www.nvidia.com/en-us/technologies/multi-instance-gpu/

Available for both Nvidia A100 and H100 GPUs

Physical partitioning of GPU cards, up to 7 times

H100 brings MIG v2 allowing partition reconfiguration without workload eviction 
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https://www.nvidia.com/en-us/technologies/multi-instance-gpu/


Documentation

Single flavor GPU runners, no differentiation for specific cards (at least for now)

CVMFS and EOS both available

GitLab CI GPU Runners
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https://gitlab.docs.cern.ch/docs/Build%20your%20application/CI-CD/Runners/k8s-gpu-runners/


CERN IT ML Infrastructure - Workshops

Report from 2nd workshop: https://indico.cern.ch/event/1358625/
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https://indico.cern.ch/event/1358625/


GPU Sharing and Concurrency - Benchmark Analysis

Goal: Improve overall utilization of available hardware

Extensive benchmark analysis of different sharing and concurrency techniques

Part 1: Motivations and Use Cases

Part 2: Setup and configuration of GPU concurrency

Part 3: Benchmarking Use Cases

Part 4: Time slicing results

Part 5: MIG results

Part 6: ML results

Ongoing… part 7 with results for multi-process service (MPS)
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https://kubernetes.docs.cern.ch/blog/2023/01/09/efficient-access-to-shared-gpu-resources-part-1/
https://kubernetes.docs.cern.ch/blog/2023/03/17/efficient-access-to-shared-gpu-resources-part-2/
https://kubernetes.docs.cern.ch/blog/2023/03/20/efficient-access-to-shared-gpu-resources-part-3/
https://kubernetes.docs.cern.ch/blog/2023/04/27/efficient-access-to-shared-gpu-resources-part-4/
https://kubernetes.docs.cern.ch/blog/2023/07/04/efficient-access-to-shared-gpu-resources-part-5/
https://kubernetes.docs.cern.ch/blog/2023/08/22/efficient-access-to-shared-gpu-resources-part-6/


Ongoing work

Implement feedback from the ML workshops (action items)

Ongoing effort to improve overall GPU usage

Improved sharing and flexibility (re)allocating resources to services

Integration with public cloud resources

Potentially a larger set of options for accelerators, on-demand

Ongoing technical work, many details still to be defined
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Q & A
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