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FOREWORD

The healthcare system should support personalised disease prevention, diagnosis, and ef-
fective treatment for patients. One path to achieving this goal is computational medicine, which 
utilises high-quality mathematical models of human physiology. These models, in turn, are used 
as computer simulations to analyse a patient’s health situation based on medical data.

Peter Hunter initiated systematic research in this area with the Physiome project, which 
-

integrated, multi-scale, dynamic, and interdisciplinary representation of the body’s physiology 
and pathology. A digital twin can support disease risk prediction, recommend dietary and life-
style changes, treatment planning and monitoring (including surgical procedures), enable the 
testing of new drugs, and identify therapeutic strategies to improve quality and length of life. In 

To put this idea in practice, according to the EDITH VHT Roadmap, we require an inclu-
sive ecosystem of digital twins in healthcare, implementation of a federated cloud-based repo-
sitory, gathering human digital twin resources such as models, data sets, algorithms, practices, 
and designing the architecture of a simulation platform to facilitate the transition towards perso-

In Krakow, the Sano Centre for Computational Medicine, Faculty of Computer Science 
AGH, and Academic Computer Center Cyfronet AGH collaborate in research carried out in 
computational medicine in above mentioned directions, aimed at providing support to patients 
and doctors. 

Sano, which currently employs 84 people, was established in late 2019 as an international 

for Polish Science’s International Research Agendas programme; now it is funded through the 
Polish Ministry of Science and Higher Education. However, the journey began in 2002 with 
participation in the EU CrossGrid project, followed by 12 further ones at the ACC Cyfronet 

-
lent science, as evidenced by numerous high-quality publications, participation in prestigious 

-
jects. It also participates in student education, collaborates with hospitals and physicians to test 
and implement new technologies, co-develops them further with the medical industry commu-
nity, and fosters the creation of start-ups. Sano’s work is strengthened by close collaboration 

AGH, and the Klaster Lifescience Krakow.

Science Day (2023, 2024) and the Life Science Open Space events of the Krakow Klaster Li-

-

Conference topics include

• Computational modelling of organs and diseases,
• Patient data management and processing,
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• Analysis of medical images,
• Machine learning models for healthcare,
• Computer simulations using advanced computing infrastructures,
• Surgical planning tools,
• Model and simulation reproducibility and credibility,

• Towards the Virtual Human Twin platform,
• Ethical, legal, and social issues in VHT.

The KCCM sessions are preceded by 6 tutorials prepared by the Sano and Cyfronet AGH 

These also serve as a showcase of the practical competencies of Sano and Cyfronet teams.

The conference is divided into 7 sessions, each beginning with a keynote lecture. We are 
very grateful to renowned scientists: Ewa Deelman, Liesbet Geris, Tomasz Gosiewski, Alfons 

the invitation to deliver these lectures and for their support of the Sano.

31 contributed papers from Sano, Faculty of Computer Science AGH, Cyfronet AGH, and 
collaborating institutions were accepted for presentation at the KCCM. They provide a very 
good overview of current research activity in computational medicine. We thank the authors of 
10 papers for agreeing to present them as posters, which allowed us to avoid organising parallel 
sessions. The conference will conclude with a Summary session; we are convinced that it will 

research topics.

We are indebted to the members of the Steering, Program, and Organising Committees for 
-

ne in Krakow. We owe thanks to the Mayor of the City of Krakow, Aleksander Miszalski, for 

“Tygodnik Powszechny” for providing patronage to KCCM. This event is organised in the fra-
mework of the Sano Teaming project funded by the European Union’s Horizon 2020 research 
and innovation program under grant agreement No 857533.

It’s worth mentioning that there are currently 7 Teaming centres like Sano in Poland, dedi-
cated to various domains of science, which draw on the best practices of their European partners 
in conducting and implementing research. These centres are unique and innovative elements in 

to collaboration, 

On behalf of the KCCM Steering Committee
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Tutorial 
BRAIN - GUT

Brain–Gut Axis and How to Study It
1, Cemal Koba1, Rosmary Blanco1, Monika Pytlarz1

1Sano - Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland

 {j.argasinski, c.koba, r.blanco, m.pytlarz} @sanoscience.org

Keywords

1. Introduction
Compact binary mergers and the collapse of massive stars can produce intense transients 

-
tem and the gastrointestinal tract, is emerging as a interesting domain in understanding neuro-
logical, metabolic, and psychiatric disorders. Despite growing biological and clinical interest, 

of knowledge and a foundation for study design, the session will introduce participants to mod-

2. Description of the tutorial

This 3-hour tutorial serves as both a literature deep-dive and a methodology primer. Partici-

with a particular focus on computationally relevant research.
The session is divided into three components:

-
vant literature using tools like PubMed, Scopus, and AI-powered search engines (e.g., Semantic 

modeling approaches, and data sources.

:

-
pants will collaboratively map gaps and research opportunities, developing hypotheses based on 

:

networks, graph-based models, Bayesian inference), and conceptualizing evaluation strategies. 
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The goal is to help participants move from reading to research planning. The format in-
cludes short lectures, guided group work, and discussion.

3. Knowledge and skills to be gained

By the end of the tutorial, participants will be informed on how to:

• Conduct literature reviews focused on computational neuroscience topics.
• 
• 
• 
• 

modeling strategies, and analysis plans.
• 

computational tools within it.

Acknowledgements. This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 857533 and from the International Research Agendas 
Programme of the Foundation for Polish Science No MAB PLUS/2019/13. The tutorial was created 
within the project of the Minister of Science and Higher Education „Support for the activity of Centers of 

DIR/3796. We gratefully acknowledge Poland’s high-performance Infrastructure PLGrid ACC Cyfronet 
AGH for providing computer facilities and support within computational grant no. PLG/2025/018289.

 References
1. 
2. -

ding to treatment of functional GI disorders. Gastroenterology, 131(6), 1925-1942
3. 
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Tutorial 
CACTUS

CACTUS: Explainable AI for Knowledge Discovery and 

1

1Sano - Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland

 j.sausa@sanoscience.org

Keywords

1. Introduction
This Deep learning has achieved remarkable performance but often requires large datasets, 

• Supporting small and incomplete datasets,
• Preserving the semantic meaning of categorical variables,
• Building interpretable knowledge graphs for feature interactions,
• 
• 

2. Description of the tutorial

This 3-hour tutorial serves as both a literature deep-dive and a methodology primer. Par-

Participants will:

• Learn CACTUS architecture (decision tree, abstraction, correlation modules),
• 
• Abstract continuous and categorical features into interpretable forms,
• Generate and interpret knowledge graphs and feature rankings,
• Compare CACTUS with standard ML models on datasets like breast cancer, thyroid, 

heart disease, and its use on the allergies project.

3. Knowledge and skills to be gained

By the end of the tutorial, participants will be able:

• 
• Running CACTUS for binary and multi-class tasks,
• for Visualising feature interactions with knowledge graphs,
• Interpreting feature rankings alongside decision trees and correlations,
• Applying best practices for incomplete or small datasets.
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Acknowledgements. This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 857533 and from the International Research Agendas 
Programme of the Foundation for Polish Science No MAB PLUS/2019/13. The tutorial was created 
within the project of the Minister of Science and Higher Education “Support for the activity of Centres of 

DIR/3796. We gratefully acknowledge Poland’s high-performance Infrastructure, PLGrid ACC Cyfronet 
AGH , for providing computer facilities and support within the computational grant no. PLG/2025/018289.

 References
1. 

Stratifying risk of disease in haematuria patients using machine learning techniques to improve diagnostics. 
Front. Oncol. 14, (2024), 1401071. https://doi.org/10.3389/fonc.2024.1401071

2. 

3. -

4. 
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Tutorial 
HPC

Your Journey to HPC and Beyond. 
A Guide to Research at Scale with the Model Execution 

Environment
Marek Kasztelnik2, Piotr Nowakowski1,2, 2

1Sano - Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland
2ACC Cyfronet AGH, ul. Nawojki 11, 30-950 Kraków, Poland

 p.nowakowski@sanoscience.org, {m.kasztelnik,p.polec}@cyfronet.pl

Keywords

1. Introduction

This tutorial provides an introduction to High-Performance Computing (HPC) and 
-

tal concepts of HPC, learning how to leverage powerful computing resources for their re-
-

2. Description of the tutorial

This 3-hour tutorial will be a blend of lectures and live demonstrations. The session will 
cover the following topics:

1. Introduction to HPC and the SLURM queuing system: We will begin with an overview 
of HPC concepts and a practical guide to using the SLURM workload manager for 
submitting and managing jobs on a cluster.

2. API-driven job submission: This segment will focus on programmatic job submission. 
Participants will learn how to use an API to submit jobs to the HPC cluster and how to 

3. 
will introduce the MEE. We will showcase how MEE streamlines the process of 

· 

· a case study from the InSilicoWorld project, demonstrating how MEE was used 
to store cohort data and run hundreds of simulations as part of a large-scale 
computational campaign. 3. Knowledge and skills to be gained
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Upon completion of this tutorial, participants will be able to:

• Understand the fundamentals of High-Performance Computing,
• Submit and manage computational jobs on an HPC cluster using the SLURM scheduler,
• Programmatically submit jobs to an HPC cluster via an API,
• 

Acknowledgements. This tutorial is made possible by the contributions and results from the following 
projects: EDITH (grant agreement no. 101083771), InSilicoWorld (grant agreement no. 101016503), 
GEMINI (grant agreement no. 101083771). 

References
1. InSilicoWorld project: https://insilico.world/
2. EDITH project: https://www.edith-csa.eu
3. GEMINI project: https://dth-gemini.eu 
4. 

watch?v=hFM1jPVAhtg  
5. 
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Tutorial 
LEGAL

Implementing Intelligence: Legal Challenges in Creating AI 
Solutions – a platform for sharing experiences  

1,, Anna Kajda-Twardowska1 1

1Sano - Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland

 {w.niwinska, a.kajda, m.kosobudzki}@sanoscience.org 

Keywords

1. Introduction

ethical considerations to protect the interests of creators, users, and companies. Adhering to the 
principles of trustworthy and responsible AI throughout the development process can determine 
a project’s success . A broad, multidisciplinary perspective is key to developing AI systems that 
comply with normative principles, rules, and standards of trustworthness. 

2. Description of the tutorial

The workshop will last four hours and will include a presentation with moderated discus-

on AI project implementation, including legal frameworks, key concepts, and practical insights. 
The second part will focus on practical tasks designed to stimulate creative thinking, negotia-
tion, and the application of acquired knowledge. Participants will work in groups and take on 
roles typically involved in AI projects to simulate decision-making processes and identify key 
legal and ethical considerations in AI implementation. The workshops will use various methods, 
including the Walt Disney method.

Open to all conference participants (minimum number of participants is 10) —from lawyers 

various perspectives. The workshop will end with a group discussion and creation of “golden 

3. Knowledge and skills to be gained

with a focus on intellectual property and data protection. Through this workshop, participants 
will gain tips on the information needed to verify and the steps worth planning when creating 
AI solutions.

Acknowledgements. This work is supported by the European Union’s Horizon 2020 research and innovation 
program under grant agreement no. 857533. 
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References

1. https://ec.europa.eu/futurium/en/ai-alliance-consultation/guidelines/1.html 
2. https://airc.nist.gov/airmf-resources/airmf/3-sec-characteristics/ 
3. 

Law Perspective,Version 1.0, October 2019, available at: https://ssrn.com/abstract=3465577  
4. https://tipsforyourwebsite.com/what-are-project-management-methodologies/ https://mgrush.com/blog/agile-

vs-waterfall/ 
5. https://www.forbes.com/councils/forbestechcouncil/2022/04/20/managing-the-data-for-the-ai-lifecycle/ 
6. 

7. 

Current Debate (Research Paper No. 21-10). SSRN. https://doi.org/10.2139/ssrn.3822924
8. 



KCCM 2025 21

Tutorial 
VR

Virtual Reality for Medical Data Visualisation and Interaction  
1 1,2 1

1Sano - Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland
2

 {p.korzeniowski, k.chrobocinski, m.motak}@sanoscience.org 

Keywords: Virtual Reality, Medical Imaging, Visualisation, Data Interaction

1. Introduction

While Virtual and Augmented Reality (VR/AR) are widely recognised for their entertain-

platforms for skill development and gaining practical insights. Immersive simulations, in partic-

from psychology and surgery to comprehensive training programs. These demonstrate not only 

perception and engagement. 

2. Description of the tutorial

The tutorial will introduce basic concepts used for the development of interactive environ-
ments in Unity Game Engine for medical applications. DICOM images import and interaction 

strong sides and limitations are going to be discussed. Surgical training simulators leveraging 
haptic devices will be presented.

3. Knowledge and skills to be gained

• Basic Unity Game Engine concepts
• Challenges associated with Virtual Reality for medical imaging
• Setting up a simple visualisation of a 3D image in VR using Unity Game Engine
• Usage of Surgical Simulators with Haptic Feedback

Acknowledgements. This work is supported by the European Union’s Horizon 2020 research and 
innovation program under grant agreement no. 857533 (Sano) and the International Research Agendas 

Regional Development Fund. 

References
1. 
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2. 

3. 
psychological and rehabilitative outcomes: a systematic review. International journal of environmental research 
and public health, 17(11):4133, 2020
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Tutorial 
VVUQ

EasyVVUQ and Dask on HPC.  
1, Piotr Nowakowski1,2, and Levente Sandor3 

1Sano - Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland
2ACC Cyfronet AGH, ul. Nawojki 11, 30-950 Kraków, Poland

3 Department of Hydrodynamic Systems, Budapest University of Technology and Economics, Faculty of 

 {k.zajac,p.nowakowski} @sanoscience.org, lsandor@hds.bme.hu

Keywords

1. Introduction

-

-
-

The session aims to demonstrate how these tools integrate seamlessly with HPC schedulers such 
as SLURM and MPI environments, enabling robust, reproducible, and scalable VVUQ pipelines.

2. Description of the tutorial

The workshop will last four hours and will include a presentation with moderated discus-
sion This 1-hour hands-on tutorial blends conceptual introduction with live demonstrations. It 
is designed for researchers and software engineers looking to adopt or streamline VVUQ meth-

1. 
2. 

decoders, and run campaigns with EasyVVUQ.
3. 

jobs and monitor performance.
4. Use Case: Hemodynamics Simulation Campaign (VirtualFD): Hands-on application 

3. Knowledge and skills to be gained

By the end of this tutorial, participants will be able to:

• Understand the principles of VVUQ and their role in computational modeling.
• 
• 
• 
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Acknowledgements. This tutorial is made possible by the contributions and results from the following 
projects: InSilicoWorld (grant agreement no. 101016503), GEMINI (grant agreement no. 101083771).

References
1. InSilicoWorld project: https://insilico.world/
2. GEMINI project: https://dth-gemini.eu 
3. 

Computational Science, 53. doi:10.1016/j.jocs.2021.101402
4. 

vessel coronary artery disease.” Philosophical Transactions of the Royal Society A: Mathematical, Physical and 
Engineering Sciences 383, no. 2293. https://doi.org/10.1098/rsta.2024.0230

5. EasyVVUQ: Uncertainty intervals for everyone: https://easyvvuq.readthedocs.io/en/dev/
6.  Dask Distributed documentation web site: https://distributed.dask.org/en/stable
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Keynote Speaker

Opportunities for AI in Modern Cyberinfrastructure: The Case of 

Ewa Deelman 

University of Southern California

deelman@isi.edu

approaches face challenges in scalability, adaptability and resilience.

and provenance tracking, the methods employed were often heuristics-based and limited in 

lives, and they are being used in science as well. Although they are also applicable to CI, 

fully distributed and resilient. This new model is inspired by enhanced swarm intelligence (SI), 
designed to dynamically adapt to failures and optimize the overall system.

The Pegasus WMS.  Pegasus pioneered the use of planning in WMSs, enabling users to 

takes that description and automatically maps the jobs onto heterogeneous resources, determines 

data management jobs for the target CI. Pegasus has a notion of the submit host from where 
the system submits jobs to multiple distributed resources within the CI ecosystem: HTC (high-
throughput computing) and high-performance computing (HPC) resources, campus clusters, 

  Whereas Pegasus uses 

retrieval-augmented generation, combining the generative capabilities of large language 
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the resource provisioning and planning steps. The planner will identify the types of resources 
needed, and then the provisioner will acquire the needed resources before the planner maps the 

neural network-based models and probabilistic models, to learn about resource and job 

jobs in real time and performs anomaly and error detection (slow network, overloaded system, 
application error) using techniques such as Graph Neural Networks, LLMs, or autoencoders that 

Part of the challenge of adopting AI for CI may be the quick pace of AI development 
as well as the challenges associated with the deployment of the technologies. Overtime, one 
needs to have a way of migrating between AI models as the new generations become more 
capable. This includes the evaluation of new technologies in terms of the validity of the solution, 

deployment, such as availability of appropriate computational and storage resources over time 
to support learning and inferencing, issues of resilience when models are embedded in the CI, or 
connectivity when queried remotely, need to be taken into account.

 Pegasus and 
PegasusAI are designed to be production-level capabilities. Pegasus is being used today 
in astronomy, bioinformatics, climate and weather modeling, ecology, earthquake science, 
gravitational-wave physics,  materials science, chemistry, and AI/ML for science. PegasusAI will 
build on the current capabilities and incrementally incorporate AI to make the system easier to 
use, more performant, and robust.  However, there are limitations to the current approach, as the 
system is centralized. SWARM, on the other hand, reimagines the WMS as fully distributed and 
agentic, making agents responsible for the distributed compute resources across the computing 
continuum, from the edge to the core.

 

Fig. 1. Overwiew of the SWARM System.

SWARM integrates swarm intelligence, consensus protocols, and optimized network over-
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lays. Instead of relying on a centralized scheduler, SWARM models job scheduling, data ma-
nagement, and fault recovery as autonomous yet cooperative agents—ranging from lightweight 
edge agents to LLM-enhanced cognitive agents—that self-monitor, diagnose, and adapt to fa-
ilures. Consensus plays a central role: heterogeneous agents achieve agreement on job selection 
and resource allocation using tailored consensus functions and resilient algorithms, such as Prac-
tical Byzantine Fault Tolerance and novel greedy variants, which ensure progress even under 

where the communication topology adapts to resource capabilities and network conditions, ba-
lancing local and global connectivity to minimize overhead while maintaining robustness.  The 
multi-agent work includes a fault-tolerant, fully distributed scheduling architecture that elimi-
nates the single points of failure common in centralized systems. Independent agents manage 
local resources, monitor system health, and coordinate through competitive bidding, achieving 
near-optimal job allocation without heavy consensus overhead. SWARN is meant to be a rese-

will be valuable in production. 

Acknowledgements: PegasusAI is supported by the U.S. National Science Foundation under grant 
#2513101. SWARM is funded by U.S. Department of Energy under grant #DE-SC0024387.
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Keynote Speaker

Building the Virtual Human Twin: from an engaged ecosystem to 
an incipient infrastructure

Liesbet Geris

University of Liège, KU Leuven & VPH Institute

 liesbet.geris@kuleuven.be

anatomy (e.g. cells, tissues, organs or organ systems). They are built using software models and 
data and are designed to mimic and predict behaviour of their physical counterparts, including 
interaction with additional diseases a person may have. The key potential in health and care of 
this technology is related to targeted prevention, tailored clinical pathways, and to supporting 

trials for medicines and devices, medical training, surgical intervention planning, and several 
other potential use cases in virtual world environments. A public VHT infrastructure is the sub-
ject of an ongoing tender. This infrastructure should enable the pooling of resources and assets 
(data, models, algorithms, computing power, storage etc.) to develop these twins in healthcare 
and assess their credibility. Hence, it should entail the development of a federated public in-
frastructure and the collection of said resources, driven by the engagement of a collaborative 
ecosystem. 

In order to realise the potential of the VHT, a shared vision and inclusive eco-system driven 
roadmap has been developed, supported through the EDITH Coordination and Support Action. 
The roadmap contains a blueprint of the Virtual Human Twin and  will identify the required 
(technical) developments, including but not limited to interoperability,  computability, hardware 
and integration of health models & data. Ethical, Legal and Social elements are discussed, in-
cluding privacy, intellectual property rights, standards, regulations, ethics and social acceptance. 
The user perspective is developed for a range of stakeholders, whose needs and value proposi-

-

of a public research infrastructure organisation. Recommendations for all involved stakeholders 

records/14645647.

In this talk I will discuss the current status and challenges that lie ahead on the road to re-

well as the work of colleagues.      
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Keynote Speaker

The digestive tract microbiome – where does it come from, how 
does it change, and what is its connection with the brain?

Tomasz Gosiewski

tomasz.gosiewski@uj.edu.pl

Microbiome it is a mysterious phenomenon that is talked about and written about in the 

So what is the microbiome? It is a large collection of genes of microorganisms that inhabit their 
host and usually do not harm it, but on the contrary, cooperate with it. Sometimes another term 
also appears, namely microbiota. The microbiota is nothing more than all the cells or viruses 
that inhabit their host. So why two separate terms, the microbiome and the microbiota? Because 
by using research methods based on genetic analysis, we study the genes of microorganisms, 
i.e. the microbiome, and by detecting individual cells of microorganisms directly, we describe 
the microbiota. However, genetic studies provide a more comprehensive understanding of our 
microscopic neighbours, so they are preferred by scientists.

with microorganisms, although some believe that this happens while still in the womb. What 
this contact will be like depends on the type of birth, and the optimal one is the natural one. As it 
passes through the birth canal, the newborn and its digestive tract are colonized by bacteria that 
inhabit the vagina, which are the beginning of the normal microbiome. If the mother feeds the 
newborn with her own milk, she additionally supports the developing microbiome. Delivery by 
caesarean section causes bacteria from the hospital environment (pathogenic, multidrug-resis-

and many others.

connections that wraps around the gut. Neurons produce neurotransmitters such as serotonin, 
-
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Keynote Speaker

Towards Digital Twins for Cerebral Blood Flow and Perfusion 
Pathologies

Alfons Hoekstra

University of Amsterdam

a.g.hoekstra@uva.nl

-

heart, large systemic arteries, the Circle of Willis, and smaller cerebral arteries projecting on the 
pial surface; (2) a 3D brain perfusion model using a three-compartmental porous medium ap-
proach capturing the length scales of the arterial, capillary, and venule vessels of the brain; and 
(3) a tissue metabolism and tissue death model. Details of the components and their couplings 

-
tational models will be introduced: (1) estimation of infarcts in acute ischemic stroke patients 
(using the fully coupled model); (2) estimation of orthostatic hypotension in elderly individuals 
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Keynote Speaker

Diagnostics to Personalized Treatment

AGH University 

jaworek@agh.edu.pl

precise diagnostics, treatment planning, and patient monitoring. Machine learning algorithms 
applied to radiographs, 3D scans, and intraoral images can automatically detect anatomical 
landmarks, classify malocclusions, and predict treatment outcomes with high accuracy. Deep 
learning models facilitate automated cephalometric analysis, reducing human error and saving 
clinical time. In addition, AI-powered simulation tools allow for individualized treatment plan-
ning, such as predicting tooth movement and optimizing aligner design. Beyond diagnostics and 
planning, AI supports remote monitoring through image-based progress tracking, enhancing pa-
tient engagement and enabling timely interventions. Ethical and clinical considerations, includ-

orthodontic care, paving the way for more accessible and patient-centered treatments.
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Keynote Speaker

Modeling the Sensory-Deprived Brain: Insights from 
Neuroimaging, Computational Neuroscience, and Machine 
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How does the brain adapt to the absence of an entire sensory modality from birth? This 
question has long fascinated neuroscientists interested in the balance between neural plasticity 

School for Advanced Studies Lucca, where we integrate high-resolution neuroimaging and ma-
-

genital sensory deprivation. 

Combining techniques such as multivariate pattern analysis, machine learning approaches 
and functional network modeling to neuroimaging data, we describe how distributed brain net-
works reorganize and how conceptual knowledge emerges independently of visual input. We 
then feed these neural signals into deep generative models, allowing us to reconstruct high-level 
visual representations from brain activity in congenitally blind individuals.

These interdisciplinary approaches reveal a dual nature of cortical organization: a stable, 

work contributes to a deeper understanding of how the human brain maintains functional integ-
rity and cognitive richness even in the face of profound sensory absence.
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Computing coronary physiology: Conception, Optimisation and 
Clinical application 

Daniel Taylor

Computed coronary physiology (virtual FFR) is now established in clinical practice. Our 
-

and validation of these advancements. Finally, I will discuss how the model may be used to en-
hance clinical practice, by applying it retrospectively to data from the landmark ORBITA trial. 

the symptomatic response to percutaneous coronary intervention in patients with stable angina.
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Keywords

1. Introduction 
The rapid digitalization of healthcare presents new opportunities to enhance clinical 

role of cofactors, inconsistent test correlations, and the absence of fully standardized diagnostic 

challenges, including incomplete datasets, variability in laboratory methods, and the absence of 

2. Description of the problem 
Although both AI and medicine are advancing quickly, the adoption of AI-driven decision sup-

port tools in clinical practice is hindered by major challenges such as incomplete datasets, inconsi-
-

aches, particularly deep learning models, still lack the interpretability needed for safe and reliable 
clinical application. A major challenge is the development of a system capable of analyzing noisy 

integrate structured and unstructured types of data.

3. Related work
-

nical manifestations and heterogeneous pathogenic pathways. This multifaceted nature poses 

of allergic diseases: tools designed to support asthma management, monitoring applications or 
mobile apps designed to help doctors assess adverse drug reactions in terms of causality, seve-

mainly on functionalities related to health process management rather than directly supporting 
the diagnostic process. Furthemore, they are frequently designed or tested on very small patient 
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groups, limiting their generalizability.

4. Solution to the problem 
To address the previously mentioned challenges faced by clinical decision support systems, 

was developed. It was decided to implement this system at the Allergy Department at the Voivo-
deship Rehabilitation Hospital for Children in Ameryka. The dataset obtained from the hospital 
consisted of medical test results as well as interviews with nurses and physicians. Test-related 
information was provided in tabular form. Each patient was diagnosed and assigned to one of 

-
ne its ability to enhance diagnostic procedures and assist healthcare professionals. It is impor-

was performed using two distinct approaches: rule-based techniques and large language models 

5. Conclusions

which is essential not only for increasing physicians’ trust in the system but also for improving 
-

of development will be the creation of a multi-agent system.

Acknowledgements. This project is funded by EU Horizon 2020 Programme No 857533, IRAP Programme, 
FPS No MAB PLUS/2019/13 and by Minister of Science and Higher Education Programme No MEiN/2023/
DIR/3796. 
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Keywords

1. Introduction 

laborious and subjective, creating a need for automated and interpretable grading approaches.

2. Description of the problem 
Computational histopathology of glioma WSIs faces biological heterogeneity, technical varia-

bility, and the requirement of model transparency. As AI for medical imaging moves beyond opaque 
-

ired to support clinical adoption.

3. Related work

features have been less frequently investigated in computational histopathology, despite eviden-
ce of their prognostic relevance.

4. Solution to the problem 

-
res. Interpretability was ensured through SHAP, linking predictions to underlying biology. The 
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-
branous signal was segmented using HSV thresholding and assigned to nuclei via watershed, 

-

G2 to G4, with G4 showing the highest values and greatest variability, indicative of increased 

Fig. 1. Pipeline design.

5. Conclusions and future work
SimuScope successfully generates realistic, diverse, and semantically consistent synthetic 

surgical images from a lightweight training process using only 100 frames of real data. It achie-

of semantic labels. While the Fréchet Inception Distance (FID) is slightly higher than the base-
line, the Kernel Inception Distance (KID) of 0.0690 is comparable and acceptable, showing a 

work will aim to address this by focusing on video-to-video generation.

Acknowledgements. Supported by EU Horizon 2020 (857533), Foundation for Polish Science (MAB 
PLUS/2019/13), Polish Ministry of Science (MEiN/2023/DIR/3796), and PLGrid infrastructure 
(PLG/2025/018289). 
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1. Introduction 

structures, making it a powerful tool for the non-invasive evaluation of brain microstructure. This mo-
dality is particularly sensitive to natural processes of brain maturation and aging, and various neurolo-

indicators, especially when the acquisition procedure is limited.

2. Description of the problem 

-

Fig.1). Microstructural parameters derived from multicompartment models are typically calcula-

of biophysical models in clinical settings.

Fig. 1. 

3. Related work

volumes, while employing acquisition schemes that are not commonly used in clinical practice.

4. Solution to the problem 

directions for three b-values (1000, 2000, and 3000 s/mm2). To simulate acquisition protocols 
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spherical harmonics to generate three separate datasets with b = 1000 s/mm² and 32, 15, and 6 
gradient directions. Microstructural parameters were estimated using both traditional numerical 
optimization techniques and a deep learning-based U-net model. Parameters derived from the 
original, full-resolution acquisition were used as the ground truth for comparison. Performance 

summary of the results is provided in Table 1.
Tab. 1.

various parameters of the SMT and NODDI models.

32 volumes, b1000 15 volumes, b1000 6 volumes, b1000
Microstructural 

parameter DL model Numerical 
method

DL model Numerical 
method

DL model Numerical 
method

vic 0.950 0.703 0.947 0.704 0.945 0.698
vec 0.785 0.099 0.791 0.103 0.784 0.116
viso 0.884 0.484 0.887 0.488 0.867 0.495
vin 0.833 0.225 0.823 0.218 0.823 0.065

5. Conclusions and future work 

move beyond U-Net to more advanced models like GANs, and focus on metrics more clinically 
relevant than MSSIM, particularly in key regions of the brain. It’s also crucial to determine 

those with diseases to support accurate diagnosis.

Acknowledgements. 
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1. Introduction 
Rapid and accurate diagnosis of acute stroke is essential for improving patient outcomes; 

however, distinguishing stroke from stroke mimics in pre-hospital settings remains a 

non-invasive tool for assessing brain function, but its diagnostic utility depends critically 

2. Description of the problem 
Low-density EEG systems with dry electrodes are well-suited for real-world clinical applica-

tions because of their portability and rapid setup. However, they are more prone to large, non-stereo-
typical artifacts, resulting in a low signal-to-noise ratio. Traditional artifact removal methods require 

-
ating EEG denoising is challenging due to the lack of a clean ground-truth signal. Most studies assess 

-
gnostically relevant neural features under real-world conditions.

3. Related work
Prior research has established the value of quantitative EEG features as biomarkers of ce-

-

4. Solution to the problem 
We analyzed data from 719 patients from the prospective, multicenter ELECTRA-STRO-
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KE and AI-STROKE studies, including 389 ischemic strokes and 330 non-ischemic cases (stro-

methods: Wavelet Transform (W), Empirical Mode Decomposition (EMD), Artifact Subspace 
-

5-fold cross-validation scheme for unbiased comparison. Final performance was assessed on 
a held-out test set using AUROC, the DeLong test for statistical comparison, and clinical error 

-
dard accuracy metrics. The EMD-W pipeline achieved the highest AUROC (0.938), not signi-

reduced missed strokes to 15, compared with 20 in the baseline and 31 with ASR. In contrast, 

improve overall predictive accuracy but can critically impact diagnostic safety. 

5. Conclusions and future work
Evaluation of preprocessing pipelines should go beyond accuracy metrics, and it is advisa-

and ensures model safety. This work represents a foundational step toward building reliable, 
data-driven physiological models for virtual human twin platforms, demonstrating that rigo-
rous, automated processing is essential to translate noisy, real-world EEG data into clinically 
trustworthy solutions.
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1. Introduction 
Computed tomography (CT) imaging is fundamental to contemporary diagnostic 

kernels improve edge clarity but generate considerable noise, whereas soft kernels 

sharp to soft kernels is crucial for uniform image analysis and subsequent tasks such as 
segmentation or radiomics, eliminating the need for further scans. Recent studies have 

2. Description of the problem 
-
-

dequately attenuate noise.  Deep learning methodologies yield superior conversion quality, but need 

3. Related work
The previous studies have investigated both model-based and learning-based methodolo-

gies for CT kernel conversion and denoising. Deep convolutional networks have shown pro-

provide an alternative by simulating the point spread function of the scanner to facilitate kernel 

-

4. Solution to the problem 

-

process multichannel information, maintaining interchannel correlations concurrently. QBF ef-
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inputs. Compared to deep learning techniques, our methodology requires limited data and pro-
cessing duration, which makes it highly appropriate for therapeutic applications. 

Fig. 1. The Proposed Method for representing the VMD IMFs to Quaternion form and Applying the QBF.

5. Conclusions and future work 
SimuScope successfully generates realistic, diverse, and semantically consistent synthetic 

kernel conversion, producing soft-kernel-like images from sharp-kernel inputs while mainta-

-
ses and assessing its generalizability across multi-center datasets.
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1. Introduction 

use of laparoscopic instruments, leading to potential complications like bile duct injury 

bridging the domain gap between synthetic and real data remains a challenge. We propose 
SimuScope, a pipeline that requires minimal real data, preserves annotation integrity, and 
has the potential to support the development of robust DL models for surgical assistance.

2. Description of the problem 

data. Generating synthetic data is a promising solution, but bridging the domain gap between synthe-
tic and real data remains a challenge.

3. Related work
Recently, several approaches have been proposed for generating synthetic data with reali-

stic characteristics. While GAN-based approaches show potential, they have limitations, such 
as early convergence of discriminators and instability of adversarial training, leading to mode 

promising alternative, surpassing GANs in computer vision tasks. Although multiple genera-

particularly for fully labeled simulator-based data with accurate and detailed instrument-tissue 
-

pic images, addressing the minimal data requirement. However, this work also relies on a very 
simple simulator lacking tool-tissue interactions.

4. Solution to the problem 
-

-Based Dynamics) solver implemented in C/C++. This allows real-time soft-tissue simulation 
with grasping, cutting, clipping, tearing, and thermo-coagulation. Anatomical models include 
liver, gallbladder, cystic duct and artery, simulated as tetrahedral meshes. Our method involves 
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adding a new style to the SD model and using it to generate realistic images from synthetic ones. 
-

the model is raw simulator image. The proposed method is depicted in (Fig. 1). 

Fig. 1. 
generate realistic surgical images from simulator input.

5. Conclusions and future work
SimuScope successfully generates realistic, diverse, and semantically consistent synthetic 

surgical images from a lightweight training process using only 100 frames of real data. It achie-

of semantic labels. While the Fréchet Inception Distance (FID) is slightly higher than the base-
line, the Kernel Inception Distance (KID) of 0.0690 is comparable and acceptable, showing a 

work will aim to address this by focusing on video-to-video generation.

Acknowledgements. This work is supported by the EU’s Horizon 2020 program under grant agreement no. 
-

Clara hardware. 

References 

2022.

Attention mechanisms for the recognition of surgical action triplets in endoscopic videos. Medical Image Analysis, 
78:102433, 2022.

3.  T. Tokuyasu, Y. Iwashita, Y. Matsunobu, T. Kamiyama, M. Ishikake, S. Sakaguchi, K. Ebe, K. Tada, Y. Endo, T. Etoh, 

In ICML 2024 Workshop on Structured Probabilistic Inference & Generative Modeling, 2024.

2024.

language models. In International Conference on Learning Representations, 2022.



KCCM 2025 47

Poster

Sequencing in the Diagnosis of Chronic Rhinosinusitis 

1 1 2 

1Sano Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland
2

Poland

{s.bozek,t.kosciolek}@sanoscience.org, joanna.szaleniec@uj.edu.pl

Keywords: microbiome, antibiotic resistance, bioinformatics, rhinosinusitis, full-length 16S rRNA 
sequencing, nanopore, longitudinal analysis, personalized medicine

1. Introduction 

diagnosis for chronic rhinosinusitis primarily relies on microbiological cultures, which are often 

dynamic development of modern molecular techniques, including third-generation sequencing 

2. Description of the problem 
Many bacteria don’t grow in standard culture conditions or grow very slowly, which can lead to 

an incomplete diagnosis. By comparing data obtained through sequencing with the results of classic 
cultures, it’s possible to identify discrepancies, complementary information, and detect clinically si-

the dynamics of human-associated microbial communities allows us to track changes in the mi-

environment). As recent studies have shown, sampling from a single site may not be universally 

3. Related work
Prior research on the sinonasal microbiome has predominantly utilized short-read sequen-

-
-
-

refractory rhinosinusitis while Staphylococcus epidermidis is supposedly a commensal that may 

4. Solution to the problem 
To address the limitations of traditional diagnostic methods and single time-point analy-

Technology is characterized by a higher error rate than other sequencing methods, we use the 
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clustering, and advanced error correction to produce high-quality consensus sequences. We also 

patterns and trends that are invisible in single time-point analyses. Our approach not only allows 

classical microbiological cultures. This confrontation provides information about bacteria that 

comparing sequencing and culture data, we verify the accuracy and sensitivity of both methods, 
revealing how full-length 16S rRNA gene sequencing can provide a much more complete pictu-
re of the microbiome and detect potentially overlooked microorganisms. 

5. Conclusions and future work
Our analysis of the current study group has shown that the composition of the sinonasal 

microbiome in patients with chronic rhinosinusitis and in healthy individuals does not show 

group. This will allow us to continue our longitudinal analyses and thoroughly investigate tem-
poral trends in the microbiome’s composition. Additionally, we aim to evaluate the impact of 

composition and the presence of antibiotic-resistant bacteria. In the long term, we will seek to 
integrate microbiome data with other clinical data. This is crucial for creating a patient’s digital 
twin and applying personalized medicine in routine clinical practice.

Acknowledgements. This work is supported by the EU’s Horizon 2020 program under grant agreement no. 
857533 (Sano) and theWe acknowledge the support of EU under grants EDITH No 101083771 (Digital Eu-

References 
-

org/10.4193/Rhin22.423 
-

microorganisms11030804 

https://doi.org/10.1128/cmr.00060-16 

-
pe, 121: 1578-1583. https://doi.org/10.1002/lary.21805

6.  Dubois, B., Delitte, M., Lengrand, S., Bragard, C., Legrève, A., & Debode, F. (2024). PRONAME: a user-friendly pi-
peline to process long-read Nanopore metabarcoding data by generating high-quality consensus sequences. Frontiers 
in Bioinformatics, 4, 1483255. doi: https://doi.org/10.3389/fbinf.2024.1483255

-



KCCM 2025 49

Poster

Aggregating gut: on the link between neurodegeneration and bacte-
rial functional amyloids

Alicja W. Wojciechowska1,2 1 3 4, 
Tomasz Kosciolek1, Malgorzata Kotulska2

1Sano Centre for Computational Medicine, Czarnowiejska 36, 30-054 Kraków, Poland
2Wroclaw University of Science and Technology, Faculty of Fundamental Problems of Technology, 

Department of Biomedical Engineering, Wroclaw, Poland
3

4

{a.wojeciechowska, j.wojciechowski, t.kosciolek}@sanoscience.org, kinga.
zielinska@uj.edu.pl, soeding@mpinat.mpg.de, malgorzata.kotulska@pwr.edu.pl

Keywords: microbiome, neurodegeneration, protein

1. Introduction 

essential substances and modulating immune responses. The onset and progression of 
neurodegenerative diseases are dependent on these processes, though the details of the gut-
brain crosstalk in these disorders remain elusive. Recent studies reveal that gut bacteria 
produce bacterial functional amyloids, proteins with structures similar to the misfolded 

them to potentially trigger or accelerate the aggregation of human proteins, such as alpha-

and spread to the brain via the vagus nerve, suggesting that the disease could start in the gut 

which could lead to new diagnostic and therapeutic strategies for neurodegenerative diseases.

2. Description of the problem 
To fully understand the role of bacterial functional amyloids in neurodegeneration, we must in-

vestigate three key areas. First, we are interested in estimating how many such proteins are produced 
by the human gut microbiome. Second, we want to evaluate whether the abundance of such proteins 
is associated with the disease. Finally, we aim to identify human molecular pathways which could be 

3. Related work

by inducing the aggregation of pathological amyloids, colocalizing with them in the neurons 
and downregulating the mitochondrial genes in C. elegans. Intestinal Bap amyloids produced by 
Staphylococcus have been found to promote neurodegeneration in mice and proposed as future 

4. Solution to the problem 
Using a bioinformatics approach, we identify gut microbiome functional amyloids and 

-
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-
in, CsgA, in Alzheimer’s disease patients than in healthy controls.  

Fig. 1. 
proteome.

5. Conclusions and future work
Our results provide a rationale for the tentative link between neurodegeneration and gut 

bacterial functional amyloids. The future research could focus on the potential of bacterial func-
tional amyloids as biomarkers in these disorders. The preprint is available at: https://www.bio-
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1. Introduction
Digital twins hold great promise for transforming modern healthcare by enabling predicti-

from ischemic and hemorrhagic stroke. A critical pillar of the project is ensuring the reliability 
and credibility of these digital models, particularly in clinical settings where robust decisions 
depend on model quality.

2. Description of the problem
-

-

3. Related work
The need for systematic VVUQ processes is increasingly recognized within the digital twin 

-
ing pipelines still struggle with scalability and reproducibility, especially when faced with new 
use cases or when applied to large patient cohorts and HPC environments. Sano, in GEMINI, 

simulation framework.

4. Solution to the problem
-

thodology aligned with the overall GEMINI digital twin pipeline. This includes:

• Integration with HPC platforms (via SLURM, MPI, Dask) for scalable deployment 

• Tracking and storing simulation metadata, reproducibility, and versioning (Model 

-
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     Fig.2. Massively parallel study diagram using 
     SLURM array job.
Fig. 1. MEE campaign management view for 
 a cohort of patients.

Fig. 3.

5. Conclusions and future work

-
dating them on stroke-related models, we contribute a critical building block for future clinical 

-

Acknowledgements. We acknowledge the support of EU under grants GEMINI No. 101136438, as well 
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1. Introduction   

reduce research costs and improve the quality of future related studies. To encourage scientists 
-

opment and implementation of user-friendly tools. Additionally, providing incentives can further 
motivate researchers to engage in data sharing.

2. Description of the problem
Medical simulations require large volumes of input and output data, which must be securely 

stored and easily accessed by research teams. Without standardised, user-friendly infrastructure, 
researchers risk data loss, duplication, and security breaches. These simulations also demand 

HPC.

-
ages data sharing. Incentives for collaboration and reuse remain limited, further contributing to 
data loss.

Additionally, to increase citation and reuse potential, data must be properly disseminated. 
Therefore, a seamless, secure, and incentivised data sharing framework tailored to computation-
al medicine is urgently needed.

3. Related work

analysis across disciplines. However, its general-purpose design makes it less suited to the 

4. Solution to the problem     

secure and user-friendly platform for internal data sharing and convenient publication.
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of Dataverse instances. It enforces advanced security policies, aggregates datasets in a 

compliance and long-term preservation.
To streamline data transfer between storage and HPC environments, we integrated the 

back.

on Sano Dataverse. It incentivises users to contribute related data post-publication, supporting 
ongoing dataset growth. The strategy uses built-in repository features and aligns with the 
integration framework.

5. Conclusions and future work
-

to make their data available. Furthermore, it is in line with Open Science and FAIR principles, 

Acknowledgements. This publication is partly supported by the EU H2020 grants Sano (857533), ISW 
(101016503) and by the Minister of Science and Higher Education „Support for the activity of Centers of 

-
nowledge Polish high-performance computing infrastructure PLGrid (HPC Center: ACK Cyfronet AGH) 
for providing computer facilities and support within computational grant no. PLG/2024/017022.
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Fig.1. Toolkit for enhanced data sharing and collaboration.
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1. Introduction 
Clinical reasoning (CR) is the cognitive skill health professionals use in practice to observe, 

collect, and analyze information in order to diagnose and manage patients, taking into account 

-
tem. A wide range of digital tools are currently available to enhance CR in practice.  

2. Description of the problem 

-
rved that human-machine collaboration does not necessarily lead to improvements in practice 

-

Consequently, methods are being sought to redesign medical education in order to prepare future 

3. Related work 

Researchers have also proposed general approaches to learning CR in alignment with digital to-

4. Solution to the problem 
-

ropean Commission, aim to develop a curriculum that teaches both undergraduate health pro-
fessional students and their teachers how to use digital tools in CR practice. The authors, repre-
senting the coordinating institution, work closely with project partners from Austria, Germany, 
the Netherlands, and Ukraine across several stages of the curriculum development process. The 
needs analysis comprised 30 semi-structured interviews and 118 survey responses collected 
across partner institutions. It enabled the selection of digital tool categories considered partic-
ularly relevant for the CR process: AI in image analysis, large language models and big data 
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technologies, mHealth applications and wearables, electronic health records with clinical de-
cision support functionality, and telehealth technologies such as videoconferencing and remote 
monitoring. Building on a systematic rapid review of more than 1500 abstracts from the litera-

a catalogue of 26 learning objectives and produced a white paper outlining selected learning 
and assessment strategies, both available as deliverables on the project website: https://d-credo.

theory, and is designed to include a range of self-directed and group learning activities. This 
activities will cover, e.g. CR-focused prompt engineering techniques, role-played virtual visits, 
strategic data synthesis of patient information across the electronic health record, and the ethical 
and legal aspects of CR with digital tools. The learning units will feature virtual patients adapted 

5. Conclusions and future work  

-
terials, along with an understanding of the needs of the stakeholders involved in CR education. 
These will be transformed into interactive learning units based on the blueprint during the se-

-
mentation studies. The associated partner network of the project is open to collaboration with 

thereby learned, tested, and disseminated by a broader community of future health professionals.

Acknowledgements. We acknowledge the support of the EU under grant D-CREDO No. 2024-1-PL01-
KA220-HED-000247790 (Erasmus+, Cooperation Partnerships in Higher Education). The project partner 
institutions on behalf of which the abstract is presented are: Bukovinian State Medical University (Ukraine); 
Erasmus Universitair Medisch Centrum, Rotterdam (the Netherlands); Instruct gGmbH, Munich (Germa-
ny); UMIT Tirol, Hall, (Austria). 
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1. Introduction 

-

normal language.  

2. Description of the problem 
Agent Based Models( ABMs) have been used in studies of social phenomena for over 55 

-

to derive and validate the rules determining agent behaviors is fragmented (most of social and 
psychological studies are not designed with the goal of providing data to facilitate creation of 
ABMs). Third, such rule-based model is only as good as the completeness of variables and rules 
sets are, and as the starting conditions correspond to actual situations.

In recent years, a new approach has appeared: use of  LLMs to create agents (or even agent 
societies), corresponding to desired psycho-social characteristics (“generative agents models”). 

-

correspond closely to real world situations. The advances in general purpose LLMs since 2024 
-

personal descriptions). They show, that while the potential promise of the generative ABMs is 
great, the current state of the art requires careful validation. 
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4. Challenges, conclusions and future work   

how to ensure the “independence” and stability of personas created using LLMs. Today’s LLMs 
still leave a lot to improve. Also, while it is relatively easy to program individual agents or very 
small groups, simulations of large communities requires new tools and untested scalability.

-

to myriad of possible abuses, some relatively mild (using a DT for marketing/advertising choice 
purposes), to very dangerous, like political manipulation. Thus, special care should be present in 
planning research devoted to the topic and in development of the associated tools.

At the same time, the ease with which we can map real world situations into simulations and 

approach might serve as an improvement engine for traditional models, by discovering the rules 
of behavior hidden in the LLM structures.
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1. Introduction 
The concept of the Virtual Human Twin (VHT) has primarily focused on physiological and 

-
-

represented in this framework, despite their high prevalence and lifelong impact on education, 
mental health, and social functioning. Integrating multimodal cognitive and behavioral markers 

-
bilitative solutions.

2. Description of the problem 

-
tized naming, phonological awareness, attentional control, and psychophysiological responses. 
But these modalities are analyzed in isolation, limiting their predictive value and clinical appli-

within the VHT paradigm.

3. Related work 

Digital twin approaches in medicine are demonstrating the utility of multiscale modelling 
-

platforms.

4. Solution to the problem 

-
nological awareness, and attentional network test (ANT) data, we outline a multimodal integration 

-

-
nal model simulating individual reading behavior. This approach provides a demonstrator level 
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5. Conclusions and future work
This work represents an initial step towards incorporating neurocognitive disorders into the 

model, we move closer to a platform that not only captures psychophysiology but also cogni-

within the VHT framework.
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1. Introduction 
In computational medicine, particle transport simulations are essential for advancing ra-

-
atment Planning Systems (TPS) provide fast dose calculations, Monte Carlo (MC) methods 
deliver a more detailed description of particle interactions. Beyond dose, MC simulations com-
pute quantities such as Linear Energy Transfer (LET) and energy spectra, which are critical in 

brain, head-and-neck, ocular, or prostate tumors. Because of these risks and the need for precise 
biological modeling, MC simulations serve not only as a research tool but also as a benchmark 

-

challenges in accessibility and security.

2. Description of the problem 

Monte Carlo particle transport simulations like Geant4 face challenges limiting their ad-
option in computational medicine, especially dosimetry in radiation therapy. Geant4 is a pro-
gramming library requiring users to build custom applications, demanding programming skills 

-

ones - handling sensitive patient data risks breaches and regulatory issues when transferred to 
-

sed simulations that run locally, eliminating software installation and protecting sensitive data 
through on-device processing.

3. Related work 

-
-

rator simulator with live preview, though without full input editing or sharing. A CERN Google 
-

mance in WebAssembly. The OHIF Viewer highlights secure, on-device processing of medical 
imaging in browsers, preserving privacy by avoiding server uploads, demonstrating accessible 

-
-performance client-side computation.
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4. Solution to the problem 

dataseOur project provides a web-based platform for Monte Carlo particle transport simulations 
running entirely on-device within web browsers. By compiling Geant4 to WebAssembly with Em-
scripten, we enable secure, server-free simulations on user hardware. This browser-compatible 

parallel performance. Dynamic data management allows on-demand downloading of physics da-

the YAPTIDE framework, enabling interactive setup, monitoring, and visualization without local 
installation or server dependence. Running simulations locally keeps sensitive patient data on the 
user’s device, minimizing security risks. Immediate visual feedback and error tracking support fast 

to replicate sophisticated hadrontherapy, brachytherapy, and FLASH radiotherapy simulations pre-
viously published and validated by the Geant4 collaboration.

Fig.1. Toolkit for enhanced data sharing and collaboration

5. Conclusions and future work
This on-device, browser-based radiotherapy simulation framework merges the accessibility 

It addresses substantial practical and regulatory challenges by eliminating the need to upload 
sensitive health data for particle transport simulations.

Future research will focus on further optimizing performance using GPU acceleration APIs 

user interface with real-time collaborative feature.

Acknowledgements. We gratefully acknowledge Polish high-performance computing infrastructure PLGrid 
(HPC Center: ACK Cyfronet AGH) for providing computer facilities and support within computational 
grant no. PLG/2024/017746. We acknowledge the contributions of Yaptide platform developers: Szymon 
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1. Introduction 
Functional magnetic resonance imaging (fMRI) is a widely used tool to study functional  

information about non-neural physiological activity such as respiratory and cardiac oscillations 

activity and neural dynamics without the need of additional eye-tracker device.  

2. Description of the problem 
In fMRI images (T2* contrast), eye vitreous look bright and optic nerves are visible. Howe-

ver,  those regions have low signal-to-noise ratio and the eyes look distorted. In addition, tem-
poral resolution of eye movements are much faster that fMRI’s temporal resolution, therefore it 
is harder to catch the eye position at each volum.

3. Related work 
-

ver, they have used a deep-learning-based model trained on healthy population and the output 
is one position for both eyes. There is a need for unsupervised model that can be applied in any 
kind of population and decides the position for both eyes separately in case the sample repre-
sents a special population.

4. Solution to the problem 

-

The 6 parameters were used to create a composite measure called “frame-wise displacement”, 

as a marker for eye movement information. The mean frame-wise displacement of each stroke 
patient (N = 84) was correlated with their lesion size (Spearman’s r=-0.25, p=0.02) and NIHSS 
score (indicator of stroke severity, r=-0.28,  p=0.01). 

5. Conclusions and future work  

Unsupervised linear methods are promising to derive eye movement information from 
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-
tion of the eyes in order to allow for more sensitive analyses.

Acknowledgements. This work was created within the project of the Minister of Science and Higher Edu-
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supported by Sano project carried out within the International Research Agendas programme of the Foun-

Fund. 
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1. Introduction 

Thalassemia is a genetic blood disorder characterized by impaired hemoglobin synthesis 

on life-long blood transfusions and iron chelation therapy, procedures that considerably impro-
ve survival but are associated with severe complications, including iron overload, endocrine 
dysfunction, organ failure, and reduced quality of life. Allogeneic hematopoietic stem cell trans-

progress, in thalassemia patients undergoing HSCT the rates of graft rejection and graft-versus-
-host disease (GvHD) are much higher than in other diseases requiring bone marrow transplan-
tation. To improve outcomes, a deeper understanding of the molecular and cellular mechanisms 

2. Description of the problem 

The major challenge in HSCT for thalassemia is the hostile host bone marrow environment, 
which may prevent durable donor cell engraftment. In post-transplant samples, bone marrow 

-
ty, so specialized computational methods are required. Tools such as Vireo, which use natural 
genetic variation to assign cells to donor or host in single-cell RNA sequencing data, enable 

with bioinformatics, are crucial for uncovering molecular determinants of graft success that go 
beyond standard HLA matching.

3. Related work 

Previous studies have highlighted the impaired function of mesenchymal stromal cells in 

of key hematopoietic support factors. These abnormalities, often driven by iron overload and 
-

ftment. Although single-cell RNA sequencing has been successfully applied to characterize 

still poorly understood. 
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4. Solution to the problem 

We applied scRNA-seq to bone marrow samples obtained from healthy donors and thalasse-
mia patients both before and after HSCT. Using e bioinformatics pipelines (Seurat, SingleCellE-

-
lar composition of post-transplant samples, accurately tracing the origin of cells and distinguishing 
donor- from recipient-derived populations. This approach enabled us to identify transcriptional 

-
dual thalassemic host cells and altered niche signals. Such interactions may play a central role in 
impaired engraftment and graft failure.

To strengthen these observations, additional strategies can be employed, including integration 
-

tory inference methods to capture dynamic lineage transitions, and cross-validation with proteomic 
-

ronment. 

5. Conclusions and future work

-
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1. Introduction 

activity, but the resulting signals are high-dimensional and noisy, making clinical interpretation 

-
pretability. This ensures healthcare professionals’ trust in the results and optimizes both com-

clinical transparency.

2. Description of the problem 

covariance matrices, power spectral densities (PSD), and coherence measures, computed at both 
the local (6-second frame-level) and global (recording-level, median-aggregated by frames) 
scales. This dual representation captures overall signal trends as well as short-term variations. 
Each feature vector consists of 2850 elements per frame/ recording, which means that training 

smaller EEG datasets, which is particularly valuable in biomedical applications where data are 

interpretability while preserving diagnostic accuracy comparable to that obtained with the full 
original feature set.

3. Related work 

The dataset, Gradient-Boosted Ensemble (GBE) model, and original features are sourced 

while Independent Component Analysis (ICA) is primarily applied in EEG analysis for artifact 

high-dimensional data because it preserves the topological structure when projecting into lower 
dimensions, such as 2D or 3D. Investigating ICA and UMAP for dimensionality reduction of 

-

4. Solution to the problem 
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interpretability. First, a variance-based Meaningful Components Selection criterion was applied, 

an innovative Selective Activation algorithm was developed. The Selective Activation algorithm 
back-projects variance-preserving components onto original EEG feature spaces, enabling tempo-

-
formance was evaluated using a Gradient-Boosted Ensemble (GBE) model trained on (i) original 
scaled features, (ii) PCA-reduced features, and (iii) ICA-reduced feature.

Fig. 1. 

5. Conclusions and future work
With variance-based component selection, dimensionality reduction preserved GBE clas-

well suited for neuroscreening applications.
-

-

across heterogeneous datasets and improving applicability in real-world computational medici-
ne.
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1. Introduction 
Head and neck cancer remains the seventh most common type of cancer worldwide, with 

2. Description of the problem 

The current golden standard in the diagnosis of OSCC is a scalpel biopsy, which is a painful 
procedure with long turn-around times. Additionally, in the case of mild to moderate dysplasia, 
the biopsy often needs to be repeated. The low 5-year survival rate associated with the late dia-
gnosis indicates that there is a continuing need for an earlier oral cancer detection or oral cavity 
screening programme amongst patients of increased risk. One potential solution is a diagnostic 
tool based upon electrical impedance spectroscopy (EIS), a technology permitting non-invasive 

-

current.

3. Related work 

The use of EIS in cancer diagnosis has been investigated from the late 1990s, resulting in 

and controls), a deeper understanding on the impact of tissue composition and structure in health 
and pathology on their electrical behaviour is needed before the deployment of EIS in the clinic.

4. Solution to the problem 
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(ML) models to develop a prototype oral cancer detection system. Due to the lack of the necessary 

are cultivated using healthy and cancerous cell lines. EIS measurements are performed on the 
mature TE samples, which are subsequently prepared for histology. Histology images provide 

FE models. The latter are deployed to investigate the impact of tissue characteristics (morphology 

EIS data. Initial results (Fig. 1) show promising agreement between the EIS spectra obtained from 
-

bility using a decision tree model with AUC=0.913 after 100-fold cross validation.

Fig. 1. Preliminary results showing (from left to right): the TE healthy and cancerous oral epithelium, 
comparison between the in vitro measured (yellow) and simulated (navy blue) EIS spectra, and ROC 

5. Conclusions and future work
In this preliminary study, we developed a process combining tissue engineered and com-

putational models to classify healthy and cancerous oral epithelium using electrical impedance 

and classifying the EIS spectra of healthy and cancerous oral epithelium constructs. This provi-
des proof-of-concept that ML models informed by simulation-augmented EIS data could ultima-
tely form the basis of a clinical diagnosis method for oral cancer diagnosis. In the future work 

validate the FE model given the parameters from histopathology and transmission electron mi-

aim will be to carry out a follow-up in vivo study, where additional patient history could enhance 

Acknowledgements. The authors want to acknowledge Yorkshire Cancer Research for funding this project 
(YCRSPF/2023/172).
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1. Introduction 
-

tion of high-risk individuals remains challenging. Imaging-based screening, such as Doppler 

advances in biomedical acoustics show that vascular sound patterns can reveal early disease 
indicators. 5PAudio—a handheld device generating an individualized vascular audio biomarker 

addressing a critical gap in preventive healthcare.

2. Description of the problem 

Carotid artery stenosis is a major cause of ischemic stroke, often progressing silently. Cur-

Post-stenting restenosis monitoring shares these limitations. An accessible, repeatable tool for 
early detection and follow-up could enable timely interventions, particularly in underserved 
populations.

3. Related work 

-
spiratory audio analysis for lung disease demonstrate the broader diagnostic value of biomedical 

4. Solution to the problem 

-

1. Early screening for asymptomatic stenosis,
2. Progression tracking in diagnosed cases,
3. Restenosis detection after stenting.

-
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Fig. 1. The prototype devices on the top left. The acquisition screen shows the frequency spectrum of the 

of a digital health twin. 

5. Conclusions and future work

-
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1. Introduction 

Virtual Reality (VR) simulators are promising instruments for enhancing medical education 

headset-based robotic surgery simulator, focusing on evaluating its usability and educational 
worth.

2. Description of the problem 

challenge, especially on low-power, standalone VR hardware. A critical requirement for a useful 
surgical simulator is a robust physics engine that performs in real-time. This means achieving a 
high physics refresh rate (1 kHz) for simulation accuracy and stability, while also maintaining a 

risk of VR-induced motion sickness.

3. Related work 

To address the challenge of simulating non-linear tissue behavior, this project utilizes the 

4. Solution to the problem 
The developed simulator functions as a native standalone application on Meta Quest 2, 3/3S, 

and Pro headsets. This setup achieves a real-time soft tissue simulation with a 1 kHz refresh rate 
and a 90 Hz graphics rendering rate. The chosen procedure is the cholecystectomy. As illustrated in 
(Fig. 1), the simulation covers the dissection of the hepatocystic triangle, the clipping and cutting 
of the cystic duct and artery, and the separation of the gallbladder from the liver. This study used a 
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-

educational tool and would recommend it to their peers.

Fig. 1. Steps of cholecystectomy procedure. 

5. Conclusions and future work
Open-ended responses from the survey provided valuable feedback. Students appreciated 

the opportunity to practice procedures without risk to patient safety, the immersive quality of the 
VR environment, and the ability to engage in repeated practice. Common suggestions for impro-
vement included enhancing the realism of the simulation, especially regarding tissue interaction, 

variations. Additional feedback emphasized the need for more intuitive user interfaces that are 
-

ming medical education.
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1. Introduction
-

Recent advancements in deep learning have achieved strong performance in 3D medical image 

centers and diverse patient populations.

2. Description of the problem

the integration of structured tabular data, such as clinical metadata or label-derived properties, 

but is often missing, inconsistent, anonymized, or lacking a direct semantic correspondence to 
-

as predicting disease progression or birth weight. In segmentation, where labels are high-di-

greater.

3. Related work
-

ing the clear linkage between tabular variables and target measures. In segmentation, some progress 

cardiac phase or anatomical slice position into 2D networks. However, these approaches rely on pre-

decoder-level conditioning in 3D segmentation networks, and none have proposed a framework that 
leverages label-derived embeddings during training without requiring such data at inference.

4. Solution of the problem 

We introduce DeCode, a decoder conditioning framework for 3D medical image segmenta-
tion that learns to embed shape-derived features from ground-truth labels during training. Ra-
diomics-based shape metrics, such as surface area, compactness, and elongation, are computed 
using the PyRadiomics library and embedded into a conditioning vector. This vector modulates 
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parameters generated by a hyper-network. Unlike batch normalization, this conditioning operates 
-

ence, when labels are unavailable, DeCode predicts the conditioning embedding directly from 

without manual annotations. We implement DeCode in a U-Net-style architecture with four encod-
er and four decoder blocks, inserting conditioning layers after skip connections. In addition to the 

predicted and true embeddings, and (2) regressing predicted radiomics features to their actual 
values. We evaluate DeCode on two tasks: a synthetic dataset, 3DeCode, inspired by CLEVR-Seg 

shape-based segmentation tasks, DeCode outperforms unconditioned baselines, achieving over 
-

-

degrade results. The method also requires fewer parameters and less training time than heavier 
alternatives such as VNet.

5. Conclusions and future work
DeCode demonstrates that decoder conditioning with label-derived embeddings can improve 3D 
segmentation accuracy and generalization without requiring inference-time metadata. This ap-

temporal segmentation.
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1. Introduction 

Radiotherapy has been a key component in cancer treatment for more than 100 years. Bey-

is increasing worldwide. Furthermore, the emerging concept of ultra-high dose rate (UHDR) 

ionisation chambers. Measurements that rely on multiple corrections, including so-called ion 
recombination.

2. Description of the problem 

Ionization chambers are considered the gold standard for determining dose in clinical and 

reducing the measured charge. The recombination correction factor must therefore be accurately 
determined to ensure a correct treatment of the patient.

In such cases, analytical theory fails to provide accurate corrections. To tackle this long-standing 
challenge and enable precise determination of ion recombination correction factors, we intro-

methods to faithfully solve the underlying physics.

3. Related work 

Research in this direction has been motivated by the FLASH initiative, as UHDR radiothe-
rapy moves toward clinical translation. Our toolkit IonTracks is a direct continuation of prior 

modeling of recombination and transport phenomena. Other studies rely on techniques that can-
not account for the high ionisation density within particle therapy tracks.

4. Solution to the problem 
-
-

nation. Python-based front-end code provides ease of use, while C++ back-end libraries deliver 
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numerical stability and minimizing computational errors. Various meshing strategies were tested 

on personal computers and scalable performance on HPC machines such as Ares. 

Fig. 1.
and blue) from an ion track have been simulated.

5. Conclusions and future work
This computational framework strengthens the accuracy of ionization chamber measure-

ments for quality assurance in heavy ion beam applications, thereby supporting the increasing 
global implementation of ion beam therapy in cancer treatment. 

of the charged carriers.
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1. Introduction 

such as aortic coarctation and hypoplastic aortic arch can cause symptoms in neonates such as 
-

ses, pallor, and tachycardia.

2. Description of the problem 

Current procedures for identifying congenital cardiovascular defects rely primarily on fetal 
-

ging technique, combined with the growing prevalence of maternal obesity, makes it particularly 
challenging to diagnose conditions such as aortic coarctation and hypoplastic aortic arch. As an 
alternative, other imaging methods such as magnetic resonance imaging (MRI) may be consi-

-

medical images.

3. Related work 

-
lopment of new diagnostic methods is an active area of research at the intersection of medicine 

-

patient outcomes.

4. Solution to the problem 
-

taining approvals from the bioethics committee and informed consent from the children’s legal 
guardians. The acquired 4D Flow MRI data were subsequently upscaled using a neural network 
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to develop both a generalized numerical model of aortic coarctation and personalized models, 
which served to identify key parameters enabling the diagnosis of these congenital cardiovascular 
defects. The results of the CFD analyses were compared with data obtained from the 4D Flow MRI 

Fig. 1.

5. Conclusions and future work
-

gnosis of aortic coarctation and hypoplastic aortic arch in infants, based on 4D Flow MRI data 
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1. Introduction
Personalisable physics-driven modelling is a powerful tool to support clinical decisions 

promote clinical utility: (i) ability to represent physiological processes, (ii) simplicity, which 

which is crucial to foster clinical trust in the model. In this work, we present our approach to 
personalization of reduced-order cardiovascular (CV) models with neuro-regulation.

2. Description of the problem
Currently, most CV models are assumed to have constant input parameter values. Howev-

-

more accurate model, but also increases the computation time, and introduces new parameters 

3. Background

of arterial pressureby negative a feedback mechanism. The control problem is usually analysed 
-

focus on model reduction i.e. parsimony of CV models, parameter subset selections and model 

4. Solution to the problem
In this research we are focused on the whole process of model development. We gradu-
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-

orthogonality of candidates, to improve understanding of physiological processes connect-
ed with orthostatic response and analyze interactions between parameters and identify the 

suggests the importance of higher order interactions between parameters and a need for global 
methods in characterizing the problem. Currently we are working on the personalization of 

-

formulation and the associated global optimization problems. We utilize High Performance 
Computing, to perform parallelized global sensitivity analyses, screening of the search space, 

5. Conclusions and future work
Personalisation of dynamic CV models is a very challenging task, because of high 

we address the balance between simplicity and physiological relevance. We will seek for a 
principled, versatile and portable (ideally universal) method for calibration of CV models to 
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1. Introduction 

range of cardiovascular pathologies. Historically, this informative metric could only be quanti-
-

2. Description of the problem 

of the scanner is possible using a compatible supine cycle ergometer, but testing by this group 

-

overcome this, the acquisition process can be accelerated using deep learning software which 
under-samples the k-space to reduce the scan time. The uncertainty in the volumes and cardiac 

compare the cardiac power at rest for one participant as a case study, both with and without a 
commercial deep learning algorithm to quantify the inherent uncertainty of the deep learning 
acceleration of left-ventricular power.

3. Related work 

4. Solution to the problem 
A single participant (28 year old male) was used as a test case. CMR was performed on a 

1.5-Tesla Siemens Signa Artist system (Siemens Healthineers AG, Erlangen, Germany) and ana-
lysed using Research software, MASS, (Geest, Leiden). Brachial systolic and diastolic pressure 

deep learning acceleration, sonic DL (Siemens Healthineers AG, Erlangen, Germany),  and once 
without. All other parameters were unchanged. The corresponding pressure was recovered using a 
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of a plot of the pressure-volume loop. See Fig 1. 

Fig. 1.  ( ) time-series volume ( ) pressure-volume loops for the case study participant. Blue traces 
denote data derived without sonic DL, red denote the results when deep learning acceleration was used.

participant. 

.

5. Conclusions and future work
This case study suggests that using deep learning acceleration has little impact on the accu-

racy of the acquisition. These results are limited, as they were tested for one healthy volunteer 

of acquisition would be obstructive without deep learning acceleration.
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1. Introduction 

-
ring data-driven supervised modeling infeasible. Consequently, structure-based methods such as 
molecular docking remain the primary strategy. Navigating ultra-large chemical libraries such 
as the 1.7 B compound SAVI collection, however, poses a major computational challenge for 
structure-based drug discovery. Traditional brute-force docking of such a library would require 
on the order of ~270,000 CPU hours for 1 B ligands (assuming ~1 second per docking on a sin-

quality. This highlights the need for scalable, uncertainty-aware machine learning approaches to 
make billion-scale screening feasible. 

2. Description of the problem 

-
tional costs. While docking a 1B-compound library can be feasible within ~2 months on well-
-provisioned HPC infrastructure, scaling to ultra-large collections such as the 69B-compound 

focus on a single molecular target—in practice, the entire screening process often needs to be 
repeated across multiple proteins or pathways, further multiplying the computational demand.

3. Related work
Recent advances have demonstrated the viability of billion-scale docking campaigns: Liu 

-
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4. Solution to the problem

on HPC resources. A supervised regression model was then trained on the resulting docking scores using 

predictive uncertainty from multiple stochastic forward passes and guiding selection with an acquisition 

Fig.1. 

5. Conclusions and future work

-

structure-based discovery is achievable without full enumeration. By reducing docking volume 

strategy applicable across diverse molecular targets and docking platforms. In particular, the 

anti-infective therapeutics. 
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1. Introduction 

unknown, but attempts to understand its genesis on a genetic level, as well as its connection to 

2. Description of the problem 

accumulate in the blood, bone marrow and lymphoid tissues, thus interfering with normal blood 
-

dition to CLL characterized by the presence of small numbers of clonal B cells in the peripheral 

the malignant progression of CLL. To answer this question, genetic data from healthy subjects 
with MBL was sequenced using the Illumina scRNA-seq method. For each subject, each cell 
was tagged according to the clone it belonged to. The aim was to compare the genetic sequence 

-

3. Related work
A series of research that sparked the idea for this project was focusing on autonomous 

BCR signaling operates in MBL analogously to CLL. Subclonal genetic CLL driver mutations 

driven by moderate autonomous BCR signaling, potentially resulting in a level of genetic insta-
bility that facilitates graduate acquisition of CLL driver mutations.

4. Solution to the problem

Thanks to Cyfronet HPC resources and Leiden University Medical Centre, the scRNA-seq data was 
made available for analysis. Several methods of somatic variant detection were proposed and compared, 

-

was carried  out to determine what zygosity type each position in each set had. It was tested whether the 
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-

Fig.1. Diagram of the evaluation procedure.

5. Conclusions and future work
Several interesting somatic variant detection approaches were proposed for this problem 

based on previous similar work. Most genetic changes detected were losses of heterozygosity, 
and several SNPs were also detected. Insertions and deletions were beyond the scope of this 
work. Consultations with an immunologist are in progress to determine the impact of each of the 
detected somatic variants.
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1. Introduction 
Single-cell RNA sequencing (scRNA-seq) has become a transformative tool for understan-

is particularly evident in the hematopoietic system, where hematopoietic stem cells (HSCs) 
and progenitors represent a transcriptional continuum rather than discrete, easily separable po-
pulations. Traditional approaches have relied on surface markers such as CD34, which remain 

2. Description of the problem 
The limitations of classical marker-based annotation highlight the need for more robust 

-

hematopoiesis, precise discrimination between long-term repopulating HSCs, short-term pro-

-
genitor populations. The ability to identify subtypes with high resolution is therefore not only 
fundamental for basic research, but also has implications for transplantation, gene therapy, and 

-

3. Related work
-

neural networks, and autoencoders can integrate information across thousands of genes, captu-
ring relationships invisible to marker-based strategies. Among them, variational autoencoders 

-
criptomic landscapes. Previous studies have demonstrated that autoencoder-based approaches 

-

4. Solution to the problem
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-
dictions and biological mechanisms, helping to identify transcription factors, regulatory programs, or 
stress-response genes that shape hematopoietic fate. Applied to scRNA-seq data, such models allow 

5. Conclusions and future work

-

-
tending the models to incorporate multimodal measurements, and deepening the biological in-

biology and disease mechanisms, further enhancing their relevance for translational hematology.

References

Sequencing Data among Human Tissues. Genomics Proteomics Bioinformatics. 2023 Apr;21(2):370-384. https://doi.
org/10.1016/j.gpb.2022.04.001

-

3.  Tran, D., Nguyen, H., Tran, B. et al. Fast and precise single-cell data analysis using a hierarchical autoencoder. Nat 
Commun 12, 1029 (2021). https://doi.org/10.1038/s41467-021-21312-2

-
gahi M, Netea MG, Barreiro LB., BCG vaccination alters the epigenetic landscape of progenitor cells in human bone 

immuni.2024.07.021



KCCM 2025 91

Oral presentation

Analytical RVE theory of dispersed media and its applications

Vladimir Mityushev

Faculty of Computer Science and Telecommunications, Cracow University of Technology, Kraków, Poland 

wladimir.mitiuszew@pk.edu.pl

Keywords  

1. Introduction
This note introduces an approach inspired by structural sums, which describes the inte-

ractions among inclusions of dispersed heterogeneous media. The structural sums serve as the 
cornerstone for mathematical models of random structures within the framework of the analy-

within media and derived analytical formulas for their macroscopic properties. Application to 

develop the corresponding machine learning models, and can be performed together with the 
specialists in medicine.

2. Description of the problem

-

machine learning approach. It is supposed that the introduction of images and their correspon-

wide application of the above approach is the huge number of features. On the other side, the 

transport, thermal conduction, and other chemo-physical processes within multiphase media. 

results, its practical implementation typically relies on purely numerical solvers, which impose 
-

tial reduction of the principal parameters becomes decisive in the considered problem of brain 

3. Related work

-
ces. However, some analytical formulas were given without an analysis of their precision. This 
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non-overlapping inclusions, the measure theory is applied to the characteristic set equal to a tensor 
1 in inclusions and to 

n-point correlation functions. Implementing multiple correlation functions for 
random composites is usually reduced to the well-studied spatial two-point correlation functions. 

-
posite. However, the virtual impossibility of computing the correlation functions of higher orders 

domain.

4. Solution to the problem
aRVE. It can be con-
aRVE applications is 

outlined below. Let us have at our disposal two plane pictures of dispersed composites and their digital 
treatment in the form of two sets of the centers of inclusions, a = {a1, a2, . . . , aN } and  = {a’1, a’2, . . . 
, a’N }, scaled to the periodic unit square cell. We want to know whether these two media belong to the 

E ={e1, e2, . . .  } and E e’1, e’2, . . .  },  and then 

macroscopic properties of media represented by sets a and . The question of macroscopic anisotropy 
can be resolved by the same method.

5. Conclusions
The main advantage of aRVE compared to other methods can be summarized as follows:

• A class of random composites can be directly determined by a set of structural 

• The number of inclusions per periodicity cell is practically not restricted.
• The method doesn’t use a virtually impossible computation of higher order
• correlation functions. 

It requires a set of corresponding pictures to develop the corresponding machine learning mo-
dels, and can be performed together with the specialists in medicine.
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1. Introduction 
-

fety. Global use of proton and carbon ion therapy has risen rapidly, with over 300,000 patients 

use radiation therapy with heavy ions to treat a tumor in the vicinity a critical organ or near the 
stomach of a pregnant patient. 

2. Description of the problem 
-

ced e.g. on the stomach of a pregnant patient. However, one candidate is track-etched detectors 
(CR-39), originally developed for neutron dosimetry in nuclear plants but the analysis algori-
thms—largely unchanged for 50+ years—lack modern computational methods and are highly 

TED analysis, providing the accuracy and robustness needed for safe clinical implementation in 
particle therapy. We aim to improve the old detector system with modern machine learning to 
improve the patient safety during radiotherapy.

3. Related work

on Ultralytics’ YOLOv8 architecture. As a result, the network was able to successfully identify 

4. Solution to the problem

To improve precision, we employed Mask R-CNN (Mask Region-based Convolutional Neural 

designed for instance segmentation, meaning it can detect, classify, and separate individual objects wi-
thin an image. By applying this approach to detector scans, the network can more accurately distinguish 
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Neural network is trained on PLGrid High Performance Computing cluster (HPC) - Athena. This al-
lows us to rigorously evaluate the network’s accuracy and identify possible improvements in detection 
performance.

Fig.1. Tracks detected on a heavily damaged CR-39 detector using Mask R-CNN.

5. Conclusions and future work
-

images are evaluated with the developed algorithm. In turn, this may reveal if a treatment will 
cause a large neutron dose to a critical region such as the stomach of a pregnant patient.

robustness in detecting particle tracks. 
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1. Introduction 
The electrocardiogram (ECG) is one of the oldest electrical measurements of the human 

body and provides instant information on the cardiac function as well as mechanical or structural 
changes in the heart. The vectorcardiogram is a related tool that represents electric activity as 

2. Description of the problem 
Although ECG contains information on heart anatomy as waveforms are majorly determi-

ned by the 3D shape of the heart in relation to the electrodes, creation of the average cardiac 
anatomical location of activation is based on underlying assumptions on the heart model and 
orientation as well as torso model and electrode placement. Contrary to ECG which is patient-

facilitate estimation of the average cardiac anatomical location of activation and further improve 
its diagnostic performance in detection of abnormal ECGs. One readily available source of such 
information can be Computed Tomography (CT) scans.

3. Related work
It has been shown that vectorcardiographic derived positions of the electrical activity (Pa-

-

Digital twin technology has proven to be a great approach for many tasks in the medical 

oriented.

Medical imaging data, besides being by itself a modality very useful for diagnostics, has 
also been shown to be a great tool for enhancing other diagnostic methods. MRI and CT scans 
have already been used in generating more accurate 3D heart models for electrophysiological 

-
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4. Solution to the problem

Estimated from CT:

- chest depth and width at position heart (to estimate chest dimensions)
- estimate heart position and orientation.

These parameters can then be used by CineECG to adapt the torso and heart model to compute a 

5. Conclusions and future work

to the creation of vectorcardiogram-derived PathECG based on CT scans. However, only chest 
dimensions and heart position and orientation were used. The presented method will be further 

abnormalities. 
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