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**1. Introduction**

Rapid and accurate diagnosis of acute stroke is essential for improving patient outcomes; however, distinguishing stroke from stroke mimics in pre-hospital settings remains a major clinical challenge [1]. Machine learning (ML) techniques have shown promise in early, data-driven stroke prediction [2]. Electroencephalography (EEG) offers a portable, non-invasive tool for assessing brain function, but its diagnostic utility depends critically on robust signal processing to mitigate noise and artifacts [3]. This study assesses how automated EEG artifact removal methods affect ML model performance, reliability, and classification errors in differentiating ischemic stroke, hemorrhagic stroke, and stroke mimics.

**2. Description of the problem**

Low-density EEG systems with dry electrodes are well-suited for real-world clinical applications because of their portability and rapid setup. However, they are more prone to large, non-stereotypical artifacts, resulting in a low signal-to-noise ratio. Traditional artifact removal methods require expert intervention, making them impractical for real-time or time-sensitive applications [4]. Evaluating EEG denoising is challenging due to the lack of a clean ground-truth signal. Most studies assess efficacy via downstream task performance (e.g., classification accuracy) [5], but this may overlook effects on diagnostic reliability and clinical safety. Automated pipelines are needed to preserve diagnostically relevant neural features under real-world conditions.

**3. Related work**

Prior research has established the value of quantitative EEG features as biomarkers of cerebral ischemia and has increasingly leveraged ML to automate stroke detection [6]. However, most pioneering studies rely on a single, pre-defined denoising pipeline [7]. A systematic comparison of how alternative preprocessing strategies influence the clinical utility and error profile of diagnostic models, particularly for low-density EEG, remains a significant gap in the literature [8].

**4. Solution of the problem**

We analyzed data from 719 patients from the prospective, multicenter ELECTRA-STROKE and AI-STROKE studies, including 389 ischemic strokes and 330 non-ischemic cases (stroke mimics and hemorrhagic strokes). For each patient, 2–3 minutes of resting-state EEG were recorded using a portable 8-channel dry-electrode system. We compared five artifact removal methods: Wavelet Transform (W), Empirical Mode Decomposition (EMD), Artifact Subspace Reconstruction (ASR), and two hybrid approaches, ASR-W and EMD\_W [9], against a minimally processed (filtered) baseline. Each dataset was independently processed with AutoML (AutoPrognosis) [10] to identify the optimal ML pipeline, which optimized the AUROC in a 5-fold cross-validation scheme for unbiased comparison. Final performance was assessed on a held-out test set using AUROC, the DeLong test for statistical comparison, and clinical error analysis, including diagnosis-specific misclassification patterns and clustering of error profiles. Comparative analysis revealed that denoising choice influenced diagnostic value, beyond standard accuracy metrics. The EMD-W pipeline achieved the highest AUROC (0.938), not significantly different from the minimally processed baseline (0.930; p = 0.678). ASR-W performed significantly worse (0.908; p = 0.049). Crucially, error profile analysis showed that EMD-W reduced missed strokes to 15, compared with 20 in the baseline and 31 with ASR. In contrast, ASR\_W accumulated the most errors (56), misclassifying largely stroke mimics such as TIA and “Other” cases. These findings highlight a trade-off: advanced denoising does not always improve overall predictive accuracy but can critically impact diagnostic safety.

**5. Conclusions and future work**

Evaluation of preprocessing pipelines should go beyond accuracy metrics, and it is advisable to test multiple denoising methods to identify the approach that maximizes diagnostic utility and ensures model safety. This work represents a foundational step toward building reliable, data-driven physiological models for virtual human twin platforms, demonstrating that rigorous, automated processing is essential to translate noisy, real-world EEG data into clinically trustworthy solutions.
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