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1. Introduction 
Electroencephalography (EEG) is a cost-effective, non-invasive tool for monitoring brain activity, but the resulting signals are high-dimensional and noisy, making clinical interpretation challenging [1]. In computational medicine, particularly in neuroscreening as a rapid diagnostic aid, there is a need for automated models that reduce data complexity while preserving interpretability. This ensures healthcare professionals’ trust in the results and optimizes both computational cost and processing time. Dimensionality reduction (DR) offers a promising solution by extracting compact latent representations from EEG-derived features without compromising clinical transparency.
2. Description of the problem 
This study investigates how different dimensionality reduction (DR) techniques influence the classification of normal versus pathological EEGs. DR was applied to hand-crafted features - covariance matrices, power spectral densities (PSD), and coherence measures, computed at both the local (6-second frame-level) and global (recording-level, median-aggregated by frames) scales. This dual representation captures overall signal trends as well as short-term variations. Each feature vector consists of 2850 elements per frame/ recording, which means that training effective models on such high-dimensional data typically requires a large number of training samples [2]. Properly applied dimensionality reduction can make it feasible to train models on smaller EEG datasets, which is particularly valuable in biomedical applications where data are scarce and difficult to obtain. The main challenge is to achieve computational efficiency and interpretability while preserving diagnostic accuracy comparable to that obtained with the full original feature set.
3. Related work 
The dataset, Gradient-Boosted Ensemble (GBE) model, and original features are sourced from [2]. Principal Component Analysis (PCA) is commonly used for dimensionality reduction, while Independent Component Analysis (ICA) is primarily applied in EEG analysis for artifact removal [3]. Uniform Manifold Approximation and Projection (UMAP) is used for visualizing high-dimensional data because it preserves the topological structure when projecting into lower dimensions, such as 2D or 3D. Investigating ICA and UMAP for dimensionality reduction of input features in classification models represents an innovative approach that has not been previously explored.

4. Solution to the problem
The implemented framework combines systematic component selection, classification, and interpretability. First, a variance-based Meaningful Components Selection criterion was applied, retaining components until 95% of cumulative explained variance was captured. This ensured DR without neglecting diagnostically relevant information. Next, to enhance clinical transparency, an innovative Selective Activation algorithm was developed. The Selective Activation algorithm back-projects variance-preserving components onto original EEG feature spaces, enabling temporal and spectral mapping that supports physiological interpretation [5]. Finally, classification performance was evaluated using a Gradient-Boosted Ensemble (GBE) model trained on (i) original scaled features, (ii) PCA-reduced features, and (iii) ICA-reduced features.
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Fig1. Workflow chart summarizing the EEG Feature Extraction + DR + Interpretability + ML pipeline.


5. Conclusions and future work
With variance-based component selection, dimensionality reduction preserved GBE classification performance while improving interpretability and generalizability, supporting robust EEG assessment across heterogeneous clinical contexts. These findings confirm that reduced feature spaces can provide both computational efficiency and clinical transparency, making them well suited for neuroscreening applications.
Future work will extend the Selective Activation algorithm into dedicated software to facilitate integration into clinical workflows and to strengthen healthcare professionals’ trust in automated assessment tools. In parallel, exploring unsupervised and neural-network-based models may uncover structure beyond hand-crafted features [6], further enhancing generalizability across heterogeneous datasets and improving applicability in real-world computational medicine.
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